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Abstract 

 

Bipartite graphs are a fundamental concept in graph theory, representing relationships 

between two distinct sets of vertices with no edges within the same set. In this project, we 

delve into the theory of bipartite graphs, exploring their properties, characteristics, and 

practical applications. 

We begin by providing a comprehensive overview of graphs, covering basic definitions, 

terminologies, and structural properties. Through theoretical analysis and illustrative 

examples, we discuss key concepts such as bipartite matching, bipartite connectivity, and 

the Hall's theorem. 

Next, we examine the properties and characteristics of bipartite graphs, including their 

maximum matching size, minimum vertex cover, and chromatic number. We explore 

various algorithms for solving bipartite graph problems, such as the Hungarian algorithm 

for maximum bipartite matching. 
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Chapter 1 

Introduction 

 

1.1  Historical Background: 

Graph theory is a branch of mathematics that deals with the study of graphs, which are 

mathematical structures used to model pairwise relations between objects. The history of 

graph theory spans several centuries and has evolved through contributions from various 

mathematicians and researchers. Here's a brief historical background: 

 18th Century: Leonhard Euler introduced graph theory while solving the Seven 

Bridges of Königsberg problem. 

 19th Century: Gustav Kirchhoff and Arthur Cayley made foundational 

contributions. 

 20th Century: Frank Harary, Paul Erdős, and others expanded graph theory, 

tackling problems like graph coloring and planarity. 

 21st Century: Graph theory found applications in diverse fields like computer 

science and biology, with a focus on complex networks. 

 

 1.2 Fundamental Definitions and Notations:  

Graphs 1.2.1: graphs are discrete structures consisting of vertices and edges that connect 

these vertices. A graph         consists of  , a nonempty set of vertices (or nodes) 

and  , a set of edges. Each edge has either one or two vertices associated with it, called 

its endpoints. An edge is said connect its endpoints. A graph is visualized by using points 

to represent vertices and line segments to represent edges. A graph with an infinite vertex 

set or an infinite number of edges is called an infinite graph and the graph with finite 

vertex set and finite number of edges is called finite graph. Again a graph denoted as 

        consists of a non-empty set of vertices or nodes   and a set of edges    

 



 
9 

 

     : a finite , non-empty set of vertices. 

     : a set of edges (pairs of vertices). 

 An edge is a path between two nodes. 

 

Example 1.2.2:               ,                                                  

 

 

 

Null Graph 1.2.3: A graph having no edges is called null graph.  

  

 

 

 

Trivial Graph 1.2.4: A graph with only one vertex is called a trivial graph. 

  

 

Undirected and Directed Graphs 1.2.5: When the edges in a graph have no direction 

then the graph is called undirected, if the edges in a graph have direction then the graph is 

called directed. 

Example 1.2.6:               ,                                                  

 

 

Example 1.2.7:               ,                                                  
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Simple Graph 1.2.8: A graph in which each edge connects two different vertices and 

where no two edges connect the same pair of vertices is called a simple graph. 

 

 

 

  

Multi-Graph 1.2.9: A graph containing at least one pair of vertices       that have 

multiple edges is called a multi-graph. 

  

 

 

Simple Directed Graph 1.2.10: A directed edge graph that has no loops and has no 

multiple directed edges is called a simple directed graph. 

 

 

 

Connected and Disconnected Graph 1.2.11: A graph is said to be connected if there is 

a path between every pair of vertices. From every vertex to any other vertex, there should 

be some path to traverse. 

Example 1.2.12: In this example, it is possible to travel from one vertex to any other 

vertex. For example, one can traverse from vertex   to vertex   using the path      .    
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Example 1.2.13: In this example, traversing from vertex a to vertex f is not possible 

because there is no path between them directly or indirectly. Hence it is a disconnected 

graph. 

 

 

Example 1.2.14: This graph is disconnected because from vertex   we cannot visit any 

other vertex, for example we cannot traverse from vertex   to   or   or any other vertex, 

so it is disconnected. 

 

 

   

 

Degree in Undirected Graph 1.2.15 : The degree of vertex  , is defined as the number 

of adjacent (incident) edges to vertex   in  .  

Example 1.2.16: In this graph,           ,          . 

 

 

 

Degree in Directed Graph 1.2.17 : In directed graph, we have to find two types of 

degree, in degree and out degree.           is the number of incoming edges to 

vertex  .            is the number of outgoing edges to vertex  .   

Example 1.2.18: In this graph: 

             ,              . 

              ,               . 

Regular Graph 1.2.19: Regular graph is a graph where each vertex has the same number 

of neighbors (every vertex has the same degree). 
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Adjacency 1.2.20: In a graph, two vertices are said to be adjacent, if there is an edge 

between the two vertices. Here, the adjacency of vertices is maintained by the single edge 

that is connecting those two vertices. In a graph, two edges are said to be adjacent if there 

is a common vertex between the two edges. Here the adjacency of edges is maintained by 

the single vertex that is connecting two edges. 

     

 

 

Complete Graph 1.2.21: A graph   is complete graph if  and only if every vertex   in   

is adjacent to every other vertex   in  . A complete graph is already connected. In 

general, the number of edges in complete graph is         , where   is the number of 

vertices. 

     

 

 

 

Example 1.2.22: Here is different types of complete graph. 

 

 

 

 

 

 

 

Cyclic Graph 1.2.23: A graph is said to have a cycle if we start from a vertex and after 

traversing some vertices, we come to the same vertex, then we can say that the graph is 

having a cycle. If there is a cycle in a graph, then that graph is called cyclic graph. If 
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there is no cycle present in the graph, then the graph is called Acyclic graph. For a cyclic 

graph, at least one cycle is necessary.    

Example 1.2.24: Here there is no cycle, so the graph is Acyclic 

 

 

 

Example 1.2.25: In this graph, we have more than one cycle, so the graph is cyclic. 

 

 

 

Path of Graph 1.2.26: A walk of length   in a graph is a succession of   edges joining 

two vertices. A trail is walk in which all the edges (but not necessarily all the vertices) 

are distinct. A path is a walk in which all the edges and all the vertices are distinct. 

Example 1.2.27: In this graph,         is a walk of length 6 between   and  . It is not 

a trail (because edge    is traversed twice). The walk        is a trail length 5 between 

  and  . It is not a path (because vertex   is visited twice). The walk       is a path of 

length 4 between   and  .  

 

 

 

 

Subgraph of Graph 1.2.28: A subgraph of   is a graph all of whose vertices and edges 

are vertices and edges of  . 

Example 1.2.29: Here is a series of subgraph of  .  
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Components 1.2.30: Every disconnected graph can be split into a number of connected 

subgraphs called its components. It may not be immediately obvious that a graph is 

disconnected. 

 Example 1.2.31: This figure 4 shows 3 graphs, each disconnected and comprising 3 

components. 
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Chapter 2 

Bipartite Graph and Complete Bipartite Graph 

 

2.1. Bipartite graph 

A bipartite graph, also known as a bigraph, is a special type of graph that consists of two 

disjoint sets of vertices, where edges only connect vertices from different sets. In other 

words, the vertices of a bipartite graph can be divided into two distinct groups such that 

all edges connect vertices from one group to the other. This property makes bipartite 

graphs particularly useful in modeling and solving various real-world problems. 

Bipartite graphs have a wide range of applications in diverse fields such as computer 

science, mathematics, social sciences, and biology. They are commonly used to represent 

relationships or interactions between two distinct types of entities. For example, in social 

network analysis, bipartite graphs can be used to model relationships between users and 

various entities such as products, interests, or organizations. 

Let         is a graph then   is a bipartite if and only if there exists a partition of its 

vertex set into two disjoint sets will call    and    such that every edge in the graph joins 

a vertex from one set to a vertex in the other set, this means that there are no adjacent 

vertices in    and there no adjacent vertices is in   . If two vertices are adjacent then one 

of the vertices is in    and the other is in   . If we can find a partition like this : 

        

of a graph vertices then it is a bipartite graph . Again, a graph is bipartite if we can 

separate its vertex set or partition its vertex set these two sets we call    and   .  

Example 2.1.1: This graph is bipartite because we can partition its vertices in this way, 

so that every edge in the graph goes from    to   , every edge joins a vertex from    to a 

vertex in   .   
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Example 2.1.2: In this graph, we partition its vertices in this way then indeed that its 

bipartite graph because every edge goes from a set   to the a set  . 
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     2.2. Complete bipartite graph 

A complete bipartite graph is a special type of bipartite graph where every vertex in one 

set is connected to every vertex in the other set. In other words, if we have two disjoint 

sets of vertices, often denoted as    and   , a complete bipartite graph contains an edge 

between every vertex in    and every vertex in   , with no additional edges between 

vertices within the same set. Complete bipartite graphs are often represented as     , 

where   and   represent the number of vertices in the two sets,    and   , respectively. 

The graph contains   vertices in    and   vertices in   , resulting in a total of      

edges. 

Complete bipartite graphs have several interesting properties and applications. One 

important property is that they have the maximum possible number of edges for a given 

number of vertices in each set. This property makes complete bipartite graphs useful in 

various combinatorial problems, such as network flow, matching, and optimization. 

Complete bipartite graphs find applications in diverse fields such as computer science, 

operations research, and social sciences. For example, in computer science, complete 

bipartite graphs are used to model and solve problems like assignment and scheduling. In 

social sciences, they can represent relationships between two distinct groups of entities, 

such as students and courses, or employees and projects. 

 

Let’s say we have got a graph   such that         . We say that   is a bipartite graph 

if there exists a partitioning of its vertex set into two sets we called    and    such that 

every edge of   joins a vertex in    to a vertex in   , or equivalently no edge of the graph 

joins two vertices that are in the same set. Thus : 

        

Again, this is a partitioning of the vertex set, so the vertex set   equal to the part set    

union with the parti set    to say that the partition of   of the vertex set means that every 

element of the vertex set is in exactly one of these two part sets    and   , so they have 

no common elements. 

Example 2.2.1: In this example we got 6 vertices in two different colors. Now, we will 

draw in some black edges joining some of these red vertices to some of the blue vertices. 

So this graph is bipartite because we see every edge of the graph from part set    goes to 
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the other   . Every edge joins a vertex from one part set to a vertex in the other part, so 

each of these partitioning sets is called independent vertex set because it’s a set of 

vertices where no two vertices it contains are adjacent. Now, is this a complete bipartite 

graph? This is not a complete bipartite graph because it doesn’t have every possible edge. 

In a complete bipartite graph not only does every edge join a vertex from one part set to 

the other partitioning set but additionally any pair of vertices in different part sets must 

be joined by an edge in a complete bipartite graph, so it’s very similar to the idea of  

normal complete graph, it’s just a bipartite graph with every possible edge. 

      

 

 

 

 

 

     

Example: Consider the following graph, we can notice that each vertex in this graph is 

adjacent to 3 vertices in the other part set. 

 

 

 

 

 

 

 

If we deleted two vertices from one part set, we notice all of vertices in one part set are 

adjacent to the one vertex in the other part set, so they all have degree one but the vertex 
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in the other part set is adjacent to all 3 vertices in the first part set    and so the vertex is 

has degree 3 in   . Then in general of course in a complete bipartite graph the degree of 

vertex in a part    set will be equal to the cardinality of the other part set   . 

 

 

 

 

 

 

      

Notation: The graph    denotes a complete graph on   vertices, so    tells us it’s a 

complete graph and      tells us that it is a complete bipartite graph where one part set 

will have 3 vertices and the other part set will have one vertex, while      tells us that it is 

a complete bipartite graph where one part set will have 1 vertex and the other part set will 

have 3 vertices.   

Example 2.2.2: In this example will draw      graph, this graph is a complete bipartite 

graph with part sets of cardinality 3 and 2. Each vertex in part set    has degree 3, they 

are adjacent to the 3 vertices in the other part set, whereas each vertex in part    has 

degree 2, they are each adjacent to the 2 other vertices in the other part set, so that what a 

complete bipartite graph is it. It is a bipartite graph with every possible edge, so every 

pair of vertices that are in different part sets must be joined by an edge that is a complete 

bipartite graph.          
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Chapter 3 

Results and Discussions  

 

 Bipartite Graph Algorithm. 

 

The following algorithm determines whether a given graph is bipartite or not. 

Input: The graph        and a starting vertex   as input. 

The algorithm returns either the input graph   is bipartite or the graph is not a bipartite 

graph. 

1. Assign a blue color to the starting vertex  . 

2. Find the neighbors of the starting vertex and assign a green color. 

3. Find the neighbor’s neighbor and assign a blue color.    

4. Continue this process until all the vertices in the graph are assigned a color. 

5. During this process, if a neighbor vertex and the current vertex have the same color 

then the algorithm terminates. The algorithm returns that the graph is not a 

bipartite graph. 
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 If        is a bipartite graph then the sum of degrees of vertices of each set is 

equal to the number of edges. 

∑        
    

∑        
    

| | 

 

 

 

 

∑            
∑            

| |   . 

 

 Every tree is a bipartite graph. 

 

Proof: We want to take a look at two possible algorithms to show any tree is bipartite. 

To show the graph is a bipartite we must divide the vertices into two sets   and  , so that 

no two vertices in the same set are adjacent. Here is the first algorithm we can use to 

show any tree is bipartite. 

Here is the steps: 

Step 1: Designate any vertex as the root, put this vertex in a set  . 

Looking at the following tree: 

 

 

 

 

We will designate vertex   as the root, vertex   goes in a set  . Let’s go ahead and cross 

out the vertices, as we place them in the two sets.         
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Step 2: Put all the children of the root in a set  , none of these children are adjacent, they 

are siblings.   and   children of  ,   and   go in a set  . So we have an edge connecting 

  and  , and an edge connecting   and  . 

 Step 3: Put into a set   every child of every vertex in   (i.e. every grandchild of the 

root). So looking at vertex  , vertices   and   are children of  . Since   in a set  ,   and 

  go in a set  . We have an edge connecting   and   as well as   and  . And now, we go 

back to vertex  ,   and   are all children of  , because   is in a set   we place   and   in 

a set  , and we have an edge connecting   and   as well as an edge connecting   and  .   

    Step 4: All vertices have been assigned one of sets, alternating between   and   every 

generation. Now let’s go back over to vertex   which is in a set  .   and   are children of 

 . Because   is in the set   then   and   go in a set  , and we have an edge connecting   

and   as well as   and  . Now let’s go back to vertex  ,   is a child of   and   is in a set 

 , therefore   goes in a set   and we have an edge connecting   and  . 

Finally   is a child of  ,    is in a set   and therefore   goes in a set   and we have an 

edge connecting   and  . In short, A vertex is in a set   if and only if it is the child of a 

vertex in a set A. 

This shows the given tree is a bipartite graph.   

 

 

 

 

 

 

 

 

 

                                                         

A B 



 
23 

 

 A graph   is bipartite if and only if it has no odd cycles. 

Proof: First direction: 

Let          be bipartite. 

So, let         such that       and that all edges     are such that   is of the 

form       where     and    , this is the definition of bipartite graph. 

Suppose that   has at least on odd cycle  . 

Let the length of   is  .  

Let      ,   , … ,   ,   ). 

Let     . It follows that      and hence     , and so on.   

Hence we see that              we have:  

   {
          
           

. 

But as   is odd,     . 

But     , and        . 

So,        which contradicts the assumption that   is bipartite. 

Hence if   is bipartite, it has no odd cycles.           

Second direction: 

Suppose that   has no odd cycles. 

Choose any vertex    . 

Divide   into two sets of vertices like this: 

Let   be the set of vertices such that the shortest path from each element of   to   is of 

odd length. 

 Let   be the set of vertices such that the shortest path from each element of   to   is of 

Even length. 

Then     and       . 

Suppose that         are adjacent. 

Then there would be a walk a closed walk of odd length   , … ,   ,   , …,  ). 

https://proofwiki.org/wiki/Definition:Bipartite_Graph
https://proofwiki.org/wiki/Definition:Iff
https://proofwiki.org/wiki/Definition:Odd_Cycle_(Graph_Theory)
https://proofwiki.org/wiki/Definition:Bipartite_Graph
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But from graph containing closed walk of odd length also contains odd cycle, it follows 

that   would contain an odd cycle. This contradicts from supposition that   contains no 

odd cycles. So no two vertices in   can be adjacent. 

By the same argument, neither can any two vertices in   be adjacent. 

Thus   and   satisfy the conditions for       ,  ) to be bipartite.        
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