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ABSTRACT

A microgrid (MG) is a small power system with one or most distributed
generating (DG) units. Frequency and voltage control are stages of network-
independent operation. It is a difficult problem and important to provide
reliability and stability. Thus, the operating control problem is one main issue for
the microgrid that must be addressed during operation. However, load variations
and switching processes in the microgrid between islanded mode and grid
connection cause the frequency and voltages to deviate from their nominal values
and lead to disturbances in microgrids and dynamic behavior, which calls for
developing an optimal control method. Among these methods, droop control is a
common method because of the lack of critical communication links among
parallel linked inverters to regulate the DG units inside a microgrid.
Unfortunately, this strategy isn't accurate in keeping the system frequency and
voltage near their nominal values. As a result, the parameter values must be
carefully selected utilizing the optimization techniques. This work aims to
improve the droop controller based on optimized Pl controller parameters
to control the frequency and voltage of microgrids under various conditions by
using three efficient metaheuristic optimization algorithms, Slime Mould
Algorithm (SMA), Sine Cosine Algorithm (SCA), and Sparrow Search
Algorithm (SSA). Finally, to evaluate the effectiveness of the suggested control
strategies, the study's results are compared with those of conventional droop
control methods. The simulation results demonstrated the significant superiority
of the proposed methods, including the SMA, in frequency stability, voltage
response, load-sharing balance, overshoot reduction, and improvement in settling
time and rise time. Moreover, it proved its ability to reduce oscillations and
enhance response accuracy based on error metrics such as integral time absolute
error (ITAE), integral time square error (ITSE), integral absolute error (IAE), and

integral square error (ISE). The SMA method demonstrated its superiority in all
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tested and simulated cases, showing a faster rise time to reach stability (0.3956s),
the lowest overshoot (0.2247%), and a settling time of (0.497060s) when

switching between operating modes in the microgrid.
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Chapter One Introduction

CHAPTER One:
Introduction

1.1 Background

A microgrid is a small-scale distribution network that is low voltage
consisting of various DG units whether it is renewable (wind turbines,
microturbines, fuel cells, photovoltaic, etc.), conventional (gas microturbines,
biomass boilers, etc.), or a combination of the two, and electrical loads that are
either connected to the utility grid at the PCC or separated. Interconnecting power
systems is essential for maintaining an efficient power flow supply and
improving the system's reliability. Renewable energy has become a significant
source of power systems, replacing conventional sources[1][2]. DG has increased
dramatically in recent decades, and the demand for electrical energy has risen as
it has become a profitable supplementary service in our lifestyle[3]. DG units
provide the following advantages over conventional centralized power
generation: higher energy efficiency, less pollution, lower power transmission
losses, and a more flexible installation site[4]. The microgrid can operate in grid-
connected, islanded, and transition modes. During islanded mode, it is essential
to maintain the frequency and voltage within the nominal range, which is the
primary concern in a microgrid application; in the grid-connected mode, a
controller's primary function is to manage energy. The microgrid connects to the
utility grid via a bus bar called the PCC. In this mode of operation, the utility grid
provides stability to the microgrid. The controller maintains voltage and
frequency stability in islanded mode while fulfilling local energy demands. The
microgrid regulates this stability via the instrumentation of the electronic
converters that connect the parallel generators[5]. Different approaches have been

proposed to achieve this, and among them, the most commonly applied and
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simple control method is droop control. It allows multiple sources to generate at
different frequency values and maintain the voltage magnitude. However, the
droop-controlled system will alter the load sharing due to operating frequency
variations. It is intended to analyze the effects of droop-controlled microgrids for

different parameters and operating conditions|[6].
1.2 Description of Microgrids

This section provides a general description of microgrids in terms of

structure, classification, and control. Figure (1-1) illustrates the description of

microgrids.
Microgrids
Number of Phase Monitoring Power Type Mode of Operation
; - *AC
* Single-Phase * Centarlized *DC ® Islanded
® Three-Phase ® Decentralized ® Grid-connected

© Hybrid

Figure 1-1 Description of Microgrids[7].

1.2.1 Structure of microgrids

In general, the elements that constitute a microgrid are defined as follows|[8]:

1.2.1.1 Distributed generators

Electrical microgrids are an excellent choice for integrating various DG
forms since they take advantage of the available resources in each area (wind,
sun, biomass, etc.). DGs can operate in two methods: as power sources or current,
in compliance with power regulations, or as voltage sources that determine the
frequency and voltage of the microgrid. Current sources classify the main

techniques into nonlinear and linear controllers. When power converters act as
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voltage sources, their regulation usually depends on a voltage loop cascaded with

an inner power loop.

2

« Distributed generator operation

Inverter-based microgrids can operate as an autonomous system in island mode.
However, the inverters are divided into three control categories as follows[9]:

1. Grid-feeding units: Grid-feeding units in the DG in this class are
designed to regulate current/power output that has synchronization
frequency with the primary AC bus, creating an ideal current source see
Figure (1-2a). It doesn't contribute to the MG's power balance. This control
technique is commonly employed for wind and PV integration
applications, particularly in grid-connected mode. The voltage output
control isn’t an aim because it is constantly controlled by another grid
or forming unit.

2. Grid-forming units: DGs in this class are designed for stand-
alone operation and represent a perfect AC voltage source with
constant output frequency, as seen in Figure (1-2b). It consists of a closed-
loop controller to ensure effective disturbance rejection and steady-state
values. Grid-forming units balance load demands and generation power in
microgrids operating in island mode, regulating system frequency and
voltage. In grid-connected units, the grid-forming units become grid-
feeding units due to the presence of voltage and frequency references.
Control mechanisms for grid-forming units should be compatible with both
microgrid operation modes to ensure smooth transitions during the MGs
mode changes.

3. Grid-supporting units: These have a controlled voltage source (DG) that
can manage and share power in both microgrid operating modes by
adjusting its output voltage and frequency. Figure (1-2C) illustrate an

output impedance with a voltage source, where the frequency and voltage
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are contingent upon the necessary reactive and active output power are no
longer constant. This category can also function as a current or voltage
source depending on the control system. It combines the grid-feeding and

grid-forming unit features for smooth operation switching and transfer.
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Figure 1-2 Classification of DG Unit Operations in a Microgrid;
(a) Grid - feeding; (b) Grid - forming; (c) Grid - supporting units[9].
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Figure (1-3) shows several control methods developed to enhance power

quality, voltage/current tracking, and disturbance rejection of the inverter output.
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Figure 1-3 Control Strategies of DG Unit Operations in a Microgrid.

1.2.1.2 Energy storage systems

Energy storage systems increase power quality and stability. Furthermore,
they improve the general performance of microgrids in three methods: DGs can
operate at the stable and constant output or optimally follow the control reference
notwithstanding load variations; they give ride-through ability when there
is dynamic variability in primary energy; and they allow DGs to run smoothly as
dispatchable units. If the MG exclusively employs RESs, ESSs will need to exist.

Storage can reduce generation costs and ensure energy exchange with the
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electrical grid. ESSs can also be beneficial in cushioning the effect on the system

as it transitions from islanded to grid-connected mode[10].

1.2.1.3 Loads

Microgrids can provide electrical power to various loads (industrial,
residential, etc.). These loads are categorized as critical/sensitive or noncritical to
achieve the intended operation. This operation includes improved power quality
for specific loads, priority service to critical loads, and increased reliability for
predefined load classifications. Local generation with quick and precise

protection measures can keep disturbances from impacting sensitive loads[11].

1.2.1.4 Control units

Control units are composed of control converters operating island-based or
connected to the grid. In grid-connected mode, phase and grid
frequency computation are crucial. The grid current is regulated in both modes
by controlling the fast inner-current loop. The DC link voltage is managed by
outer-voltage loop control, which is slower than the inner-current control loop.
The main objective of current and voltage loop controller design is to maintain

system stability under dynamic conditions[11].
1.2.1.5 Point of coming coupling

Microgrids incorporate distributed energy resources as a grid that may

connect to or disconnect from the main grid at the PCC[11].

1.2.1.6 Protection elements
Protection schemes are important issues in microgrids. In general, a
protection system consists of protection devices, protective relays, measurement

equipment, and grounding.
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Figure (1-4) represents the components of microgrids.

Photovoltaic

Energy S, ome

AC&DC Load
Figure 1-4 Components of a Microgrid[12].

1.2.2 Classification of microgrids

This section describes the types of Microgrids, which are classified into
several types based on the distribution system type and location. Below is an

explanation of each type.

1.2.2.1 Classification of microgrids according to power supply

1. AC microgrids: AC distribution systems are a famously utilized structure
for MG implementations. The constructed AC structure, including
protective  devices, transformers, and  distribution  systems, s
popularly used in the AC MG, and the AC MG is a more reliable system
due to its ease of deployment[11]. Moreover, most loads in the distribution
networks are of AC-based power, making it more sensible to adopt AC
microgrids as bases for innovative grid expansion. Despite the many
benefits of the AC system compared to the DC system, the inherent
problem of frequency synchronization for separate DG units and imprecise

reactive power sharing made planning and managing AC microgrids



Chapter One Introduction

difficult. The impact of poor reactive power sharing may be evident in
higher thermal losses in distribution networks, while frequency regulation
problems necessitate the employment of more AC/DC converter
equipment. Conversion systems will complicate microgrid control and
protection due to increased unwanted voltage, current harmonics, and
nonlinear loads. Furthermore, the control and protection activities become
more challenging during islanded operations because too few disturbances

can generate significant stability problems in the islanded MG[1].
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Figure 1-5 AC Microgrid Structure
2. DC microgrids: DC microgrids are a collection of DC-based generation
units, including fuel cells and photovoltaic (PV) linked to a shared DC bus
that serves DC loads. In this system, DG units connect to the shared
voltage-regulated DC bus by AC/DC rectifiers or DC/DC converters
aided by power electronics. The DC MG uses a converter interface to
convert existing AC power from wind power into DC. However, it might
also be coupled to the primary AC grid via DC/AC inverters. The key
advantage of this kind of microgrid is increased energy storage efficiency
and reduced conversion losses due to fewer AC/DC/AC conversions.

Furthermore, the simplicity or removal of frequency synchronization
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concerns is another advantage[l]. DCMGs provide several benefits,
including increased efficiency and simplicity of integration and
optimization of DERs[10].
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Figure 1-6 DC Microgrid Structure[10]

3. Hybrid microgrids (AC/DC): This construction combines the benefits of
the two types of AC and DC microgrids, allowing for using both AC and
DC loads in a single microgrid[1]. This hybrid MG enables sensible loads
on the DC bus while more robust loads are installed on the AC bus. The
hybrid MG's key issues include controlling bus voltages and complicated
power management. Furthermore, the hybrid MG is divided into two
groups:

«» Coupled AC configuration.

«+ Decoupled AC configuration.

The AC bus connects directly to the utility grid in a coupled AC structure.
Nevertheless, if additional AC-DC or DC-AC converters are employed to

connect the utility grid, this type of coupling is referred to as a decoupled AC

10
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transformation. Despite a hybrid AC/DC configuration for microgrids
that improves conversion efficiency and energy storage, the rising complexity in
design, protection, and stability of AC/DC networks act as the key impediments
to the continued spread of this type of microgrids[1]. The key benefits of an HMG
are as follows[13].

Integration of new generating or consuming points, Additional ESS, and
PVs can be connected directly to the DC bus without synchronization, voltage
transformation is greatly minimized, and reduced converters and losses are for

economic feasibility.

DC Bus AC Bus 24
Pcc 3

= 8

Utility Grid

-
o

Bidirectional
Converter

Figure 1-7 Hybrid Microgrid Structure

1.2.2.2 Classification of microgrids according to location

1. Urban microgrids: These are typically linked to a utility grid and can
exchange power with the grid across PCC. These microgrids, also called

grid-connected microgrids, can operate as islanded microgrids in

11
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uncommon circumstances such as poor power quality, failures on the
primary grid, and grid maintenance. To keep the grid's power quality and
the microgrids' validity for the grid's stability, these microgrids adhere to
all laws and regulations, including extensive control strategies. These kinds
of microgrids can be established in commercial and residential settings,
including shopping centers, hospitals, data centers, communities, and

campuses of universities[14].

. Remote microgrids: These are established in remote locations, such as

military bases, islands, and hilly regions where the utility grid cannot reach
due to topographical constraints. urban microgrids, these microgrids, also
called islanded MGs, aren't linked to the grid supply. For political,
economic, and technological reasons and a lack of investment, they are less
prevalent than urban microgrids, with remote and island settlements being
their ideal settings[14].

1.3 Control of Microgrids

Microgrids provide significant benefits, including enhanced power quality

and reliability for sensitive loads and increased utilization of different energy

resources, such as renewable energy. Furthermore, because of their proximity to

energy end consumers, microgrids are expected to benefit customers and service

providers significantly. To improve control performance, DGs are typically

connected to microgrids via power inverters[15]. Many control methods have

been widely used worldwide to operate parallel-connected inverters for load

sharing in DG grids, including:

Centralized / Decentralized.
Master-slave control.

Average current-sharing control.
Current power-sharing technique.

Peer-to-peer control.

12
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In this thesis, only the centralized, decentralized, master-slave methods have
been illustrated, as they are considered the most common approaches.
Additionally, the droop control method is classified as a centralized control

approach.

1.3.1 Centralized control

The distinction between centralized and decentralized control is essential for
further understanding this topic. A conventional power grid is considered a
centralized control system, where the balance between generation and demand is
managed by several large-scale generation units whose information is gathered
and processed in control centers that supervise the distribution of active and
reactive power via transmission and distribution networks. On the other hand, a
microgrid is considered a decentralized control system: generation and
consumption units, storage devices, and other controllable components must
coordinate the exchange of active and reactive power among them locally,
respecting their operational limits[16]. The fundamental elements forming the
system to be controlled must be previously defined. These elements usually
comprise a power system that includes generation, consumption, storage, and
other devices that can participate in the active/reactive power exchange. The
control objectives must also be defined during the formulation of a control
scheme[17].

1.3.2 Decentralized control strategies for efficient operations and

management

Decentralized control strategies provide as an alternative to centralized control
strategies. In their most general form, they allow each generator unit in the
microgrid to determine its output power without considering the power output of
other units. Droop control is a widely used and better-known decentralized

13
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control strategy that can be implemented through primary control. There are
different vertical arrangements for droop control. Still, the widely spread one
combines P-f and Q-V droop control, where the active power frequency and the
reactive power voltage droop control methods are used for distributed generator
units. Recent developments have enabled the implementation of droop control for
several inverter-connected distributed generator unit types[16]. Such systems can
achieve stable operation in a grid-forming configuration, even if losses and/or

unknown disturbances are acting on the system[17].

1.3.3 Master-Slave control

Each inverter includes a parallel control unit function based on the
master/slave control scheme. The first module, in parallel, acts as the master
inverter, responsible for parallel control, while the rest serve as slave inverters
via a mode-selecting switch or software option. Figure (1-8) illustrates the
"master/slave” control mechanism. The master module controls the output
voltage and defines the current reference for the other slave modules. Slave units
use the master's current reference to ensure equitable distribution. However, the
system isn't redundant because it has a single point of collapse. If the master unit
fails, or loss of a malfunction or the communication link in the master block
might cause the entire system to fail. Thus, this system must include some
redundancy to avoid or lessen the likelihood of failure. In summary, master/slave
control can provide good power-sharing performance while being simple to
implement. If the master inverter collapses, the enhanced control strategy
switches to another standard inverter that serves as the new master. Thus, parallel
operation would be unaffected. However, one clear difficulty with each master-
slave control technique is that the current of high-output overshoot can happen
during transients because the master current output isn't controlled, resulting in

poor transient performance[18].

14
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Figure 1-8 Block Structure for Master/Slave Control[18]

1.4  Enhancing Performance in Microgrids

In many distribution or transmission system designs, secondary control is
required to improve microgrids' efficiency. Among the numerous routines or
power flow optimization algorithms proposed for microgrids, a simple control
technique applied in the generation interfacing with the grid shall also be
considered, as it impacts overall system stability. It is not solely based on
dynamics or transient responses. Still, it can also directly impact steady-state
power-sharing discrepancies due to the power export from sources on the load
incongruity between multiple generators in the microgrid. Here, a control
technique, namely droop control, used in voltage source inverters for the islanded
operation of the microgrid is taken up for study[19]. The average properties of
droop-based generations, like the combined frequency and voltage control or load
speed control inertia, shall be considered electrical inertia enhancement in a
microgrid islanded from a utility grid. The droop control technique also helps
mitigate power-sharing discrepancies and load incongruity, promoting a

smoother, more reliable microgrid operation. Incorporating droop control into
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microgrid designs enables seamless integration of renewable energy sources,
facilitating the transition towards a cleaner and sustainable energy future. With
its versatile capabilities and significant impact on microgrid stability, droop
control represents a crucial aspect of secondary control in modern power systems
and microgrid implementations. It plays a pivotal role in ensuring microgrids'
overall efficiency and reliability, paving the way for a more sustainable and

resilient energy infrastructure [20].

1.5 Enhancing Stability in Microgrids

Microgrids represent small-scale power systems composed of DER with
localized loads that can operate independently from the grid. DG growth has
mainly increased interest in microgrids. However, the intermittent nature of
renewable energy resources poses challenges to microgrid stability and control
[21]. Power system stability is defined as the ability of a power system to regain
a state of equilibrium after being subjected to a disturbance. Increasing renewable
energy resources in a microgrid can lead to potential issues related to stability,
such as a decrease in the system of damping. Microgrid stability can be classified
as small-signal stability or transient stability. Microgrid frequency and voltage
control are similar to the control method used in conventional grids, with
frequency and voltage as two significant control variables. In a microgrid,
controllable DGs are operated to maintain the adequacy of active and reactive
power balance while operating within their generation limits. However, droop-
based control methods of synchronous machines may also find limitations in
microgrids with high levels of inverter-based resources. Stability is classified as
a 'small signal' if the disturbances are small. The power system is subjected to
constant small disturbances on occasion. Power systems with tightly
interconnected connections and many interconnected machines can exhibit small-
time electromechanical oscillations. These oscillations may persist for a long time

and become significant because the system cannot dampen them. This makes
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small signal stability of the power system deteriorate, leading to an uncontrollable
system. Voltage stability deals primarily with the ability of a power system to
maintain steady voltages at all buses in the system after being subjected to a
disturbance, which can also be classified into short-term and long-term voltage
stability. Droop control used in voltage regulation of DG units may inadvertently
increase the system’s operating range, making them more prone to voltage

instability[20].

1.6 Literature Review

Concerns about environmental pollution, global climate change, and dramatic
growth in energy consumption have prompted energy suppliers to look for a faster
and more cost-effective way to expand the capacity of electricity delivered to
loads. These loads must be power-sharing equally, so the droop control strategy
Is used for this purpose.

This section presents works related to this research. The literature review
includes an introduction of the key topics and a review of related works. These
studies were divided into five groups based on different methods. The first group
studied research that used adaptive droop control methods. The second group
studied research that dealt with the technique of adding virtual impedance. The
third group reviewed research based on artificial intelligence, such as (neural
networks, fuzzy systems, and deep reinforcement). The fourth group was based
on a group of algorithms. The fifth group included a group of different methods.
Finally, a summary of these methods' advantages and drawbacks was presented,

as shown in Table (1-1).

1.6.1 Adaptive droop control methods

The researchers in [22] investigate the difficulty of stability analysis for
droop-controlled, inverter-based microgrids with meshed topology. Following

that, a use port Hamiltonian description is developed for local stability for a
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lossless microgrid, from which suitable stability criteria are supplied for general
loss microgrids. This method, the conventional voltage droop control, does not

guarantee proportional reactive power-sharing.

The paper[23] has introduced a novel approach to addressing uncertainties
stemming from the intermittent nature of distributed generating resources and
regulating the frequencies and voltage of the controller based on a multi-agent-
based distributed adaptive controller specifically designed for microgrids. To
assess the proposed distributed adaptive controllers' performance, the suggested
control's effectiveness is compared with a controller's faster convergence content

than the DG units without adaptive control.

In reference [24] has proposed an adaptive droop control technique to enhance
microgrid efficiency under different load profiles. The efficiency model is
analyzed, and the Lagrange Multiplier Method is used to derive the optimal
conditions. The strategy improves efficiency while retaining conventional
advantages. The verification findings demonstrate that the suggested efficiency
analysis model can find optimal points and examine the time-variant efficiency
feature. Therefore, the proposed adaptive control technique can increase the

microgrid's overall efficiency under various load profiles.

The paper[25] presented a novel adaptive droop control and unified power
management strategy for inter-microgrid power sharing in a hybrid AC-DC
MMG system, which dynamically adjusts the droop coefficients of the VSCs to
ensure optimal utilization of available resources in each microgrid under different
operating conditions. The results show that the adaptive droop control method
allows for reduced power exchange within the microgrid and the need to import
energy from the utility grid.

In the study[26] to compensate for power unbalance and support primary

frequency in MGg, the authors proposed a novel hybrid energy storage system that
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comprises an FC as the primary power source and a battery as a complementary
power source based on adaptive droop control. The FC can compensate for fast
power transients and effectively coordinates with the battery through a dynamic
droop-based control strategy. This control strategy's objective is to prioritize
power sharing between the FC and the battery in the hybrid energy storage
system, ensuring effective support of the primary frequency in the MG. The
method significantly reduces the number of cycles and the charging/discharging

rate, thereby improving the battery's lifespan.

M. Ghazzali, M. Haloua, and F. Giri in[27] addresses the control and
power distribution issue among distributed generators in AC-islanded microgrids
by presenting an adaptive control. The proposed approach offers several
advantages, including ensuring accurate power sharing and voltage and frequency
regulation. The developed adaptive control law can be expressed in a simple
mathematical form, making it easily implementable and requiring minimal
computational performance compared to other adaptive controllers for
microgrids, such as adaptive neural network-based controllers and adaptive fuzzy
logic controllers. The results of the simulations demonstrated that the proposed
adaptive controllers exhibit greater robustness to disturbances than the

conventional hierarchical control.

The paper[28] has been presenting an adaptive novel droop control strategy
that allows for the simultaneous regulation of frequency and voltage at the output
of inverters in isolated microgrids. The approach is based on the conventional
Droop control (P-f) and (Q-V) structure. This controller is simple, easily
implementable, and applicable to various systems and voltage regulation devices.
It can effectively mitigate the impact of significant disturbances, such as
generation loss, and enhance system stability against small perturbations. The

simulation results demonstrate the controller's efficacy, showcasing its ability to
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respond to load variations swiftly, facilitate active power-sharing among the

inverters, and ensure stable and secure microgrid operation.

1.6.2 Virtual impedance droop control

This Study[29] investigates an efficacious power-sharing method between
paralleled inverters in microgrid applications. This study aims to determine the
virtual impedance value to mitigate power-sharing errors. A fuzzy logic controller
Is proposed, relying on the instantaneous reactive power and active power
demands. The fuzzy logic controller allows for accurate reactive power sharing

and enhances dynamic performance.

The paper[30] has proposed a novel VSG control strategy incorporating
improved governor control and coupling compensation. Experimental results
confirm the efficacy of the proposed strategy, which increases the angular
frequency inertia, minimizes the difference in governor control between the novel
VSG control strategy and the diesel generator, and enhances the AC microgrid

performance.

As present in [31] implementing a complex virtual impedance to address
feeder mismatching, compensate for reactive power-sharing errors, achieve
precise power-sharing among DG units, and reduce active power oscillations.
Simulation results demonstrate that the proposed controller exhibits accurate
power-sharing capabilities and surpasses conventional droop control in

minimizing active power oscillations.

The paper[32] has been proposing a coordinated virtual impedance control
technique for DGs. Within this strategy, both virtual resistance and virtual
inductance are concurrently adjusted to compensate for the mismatched line
impedance among DGs, thereby enhancing the stability of the microgrid

system. Consequently, the transient condition exhibits a 50% reduction in active
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power oscillation compared to conventional control methods, and the system's
dynamic performance is enhanced with a reactive power-sharing error of less than
0.15%.

This study[33] proposes a centralized controller to enhance the stability
margins of microgrids. Firstly, the apparent impedance of the MG is periodically
determined. Subsequently, the matrix fitting method is utilized to compute the
system eigenvalues according to the estimated apparent impedance. This
controller employs a recursive modification of the coefficient of droop of DGs,

ensuring that the system's eigenvalues remain within an acceptable range.

The paper[34] has proposed a novel C/DC control method that eliminates
errors in case of a CL and when the Q-V droop curve cannot accurately share
reactive power due to different bus voltages in the microgrids. To achieve this
objective, we employ a centralized Adaptive virtual impedance control method

for precise reactive power-sharing in normal situations.

1.6.3. Artificial intalligent

The researcher[35] proposes a control strategy based on the dynamic
droop coefficient for transmission lines with different impedances by multi-
objective optimization problem for droop control in microgrid inverters,
considering bus voltage and reactive power distribution deviations. The
optimization problem is solved using DRL. The strategy successfully meets load
requirements and solves uneven reactive power distribution problems without

voltage drop. The study is better than virtual impedance.

In reference[36] the purpose of this paper is to overcome disturbances in
the electric grid, such as power imbalance and inertia in the grid’s response. So,
the researchers proposed an SM robust droop control scheme assisted by an ANN
algorithm for an islanded PVG integrated microgrid. When the droop response's

performance is compared to fixed-gain PID, the controller operates constantly,
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resulting in minimal voltage and power errors in the steady state for photovoltaic
generation (PVG).

The paper[37] has been introducing a method that combines neural
networks with fuzzy control to detect the load power at the AC bus terminal and
generates an adaptive power coefficient to adjust the amplitude voltage and
address the reactive power distribution. Simulations and experimental results
demonstrate that the adaptive compensation control strategy exhibits accurate

power sharing, desirable dynamic characteristics, and robustness

This study[38] introduces a CFNN droop control approach. This method
manages inverter-based microgrids operating in grid-connected and islanded
modes to enable accurate tracking of reference power and demand under various
operating instances for innovative grid applications. Thus, the system's voltage
and frequency are maintained in islanded and grid-connected modes. The
experimental results substantiate the effectiveness of the developed control

technique in both operating modes.

This paper[39] presents an online droop-based demand response DR,
known as GDC, based on An ANN employed for the online adjustment of droop
coefficients. The results demonstrate a significant reduction in power-frequency
fluctuations and the voltage variations and frequency deviations resulting from
different faults staying within an acceptable range compared to CCs and (GDC-
based only DR + CC) methods

S. A. Shezan et al. in[40] offer a comprehensive investigation into the control
and optimization of a solar-wind-standalone hybrid microgrid using optimization
algorithms and a fuzzy logic controller. The proposed approach was implemented
in MATLAB Simulink alongside a comprehensive standalone hybrid microgrid

system model. The simulation results demonstrate that the proposed FLC keeps
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voltage and frequency within acceptable ranges during various operational

conditions.

The paper[41] has been presented as a distributed intelligent secondary
control approach for a power electronic-based AC microgrid using a
BELBIC. The suggested controller can regulate frequency deviations and voltage
amplitude, ensuring minimal steady-state variations with broader bandwidth and

enabling precise power-sharing through the droop mechanism.

M. Srikanth and Y. Venkata Pavan Kuma in[42] a novel method is
presented to enhance the microgrid's stability and transient response when faced
with the connection/disconnection of high inductive loads called the (SMDCM).
The proposed technique is characterized by its simplicity, speed, and robustness
and is based on identifying an infeasible range of droop coefficients. The
effectiveness of the proposed strategy is demonstrated by comparing it with the
traditional constant droop coefficient and fuzzy logic-based droop control
technique. Simulation results reveal. The simulation results reveal that this
method outperforms other methods due to the SMDCM showcasing satisfactory
frequency values of 50.02 Hz and 49.8 Hz under the same conditions,

respectively.

1.6.4 Artificial intelligence by using algorithm optimization

The researcher in[43] proposes an optimal control strategy for regulating
PV frequency and voltage according to MG systems operating in islanding
mode. The methodology employs the GOA to optimize the Pl controller
parameters, thereby improving the power quality and dynamic response of the
MG system. The simulation results verify that the GOA presents a faster and
superior alternative to PSO and WOA, resulting in minimal voltage and

frequency overshoot, lower output current, and THD.
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In reference [20] introduces an optimized load-sharing approach based on a
droop control strategy for parallel batteries operating in a DC microgrid and
control algorithm SSA utilization to prevent non-matching conditions when
including the actual battery capacity, which its lifecycle can influence,
Consequently, power-sharing will be proportionate to the actual capacity. So, the
lifecycle of the batteries will be extended, and power-sharing will be optimized.
The simulation demonstrates the capability of the proposed control strategy to

manage these situations effectively.

This paper[44] investigates how to effectively govern a DG inverter's output
voltage to enhance microgrids' performance during island conditions and load
fluctuations. The proposed method dynamically adjusts the parameters of the Pl
controller after a load change in a standalone microgrid by using the HBB-BC.
This proposed method ensures a more stable microgrid in terms of voltage and
frequency. The outcomes of the case study are that it is observed that the HBB-
BC algorithm offers a superior solution compared to the PSO and BB-BC

algorithms.

The paper[45] has proposed an algorithm called SCMBO to improve the
performance of the energy management system by achieving an economically
optimal schedule for the generation units and battery storage while ensuring the
microgrid's stability. The proposed algorithm's effectiveness is verified by
comparing its outcomes with MBO and PSO. The results demonstrate that the
proposed method effectively minimizes fuel costs while maximizing the
efficiency of the photovoltaic and wind turbine systems. This confirms that the

proposed controller enhances system reliability and efficacy.

This paper[46] aims to bridge gaps such as mitigating emissions from
power generation activities and the uncertainties associated with load and
renewable generation forecasting by presenting a methodology for determining

the optimal droop settings by employing fuzzified PSO. Its efficacy is assessed
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using a 33-bus DCIMG test system, and the results obtained demonstrate its

effectiveness.

The reference[47] introduces a novel iteration of the SSIA with the
updating characteristics of the PSO for the optimization of the microgrid droop
controller. To address the uncertainties associated with microgrid droop control,
like inaccuracies in controller gains, degradation of system parameters,
challenges in energy sharing among multiple sources, and system dynamics.
Simulation results demonstrate the enhanced performance of the improved SSIA

compared to the original SSIA and PSO.

The authors[48] introduces a novel methodology using FL-based fine-
tuning and a BOA-based (PID) controller implemented for frequency secondary
control to enhance the LFC islanded multi-source (MG). The simulation and the
presented outcomes show improvement and enhancement of the MG's frequency
stability while also addressing the issues of overshooting and undershooting to

meet the load demand and ensure the system's resilience.

The authors[49] proposed a method for improving droop control in
islanded microgrids with multiple DGs by employing an enhanced improved
PSO. The method evaluates the microgrid structure and line parameters. It
introduces a FIS, resulting in correct active and reactive power allocation while
maintaining stability systems such as bus voltage and frequency, improving

dynamic performance and transient stability.

The paper[50] has been presented the utilization of the Al Optimization,
AO technique to enhance the efficiency of the droop control mechanism on a DC
microgrid. The simulation results indicate that the AO-PI method performs better
than the traditional and PSO-PI methods. It can mitigate the settling time by
0.028% and achieve better final power by 0.798%.
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The authors[51] propose a method to improve the dynamic characteristics
of an inverter-based microgrid by developing a precise small-signal state-space
model that encompasses the droop controller, network, and loads by using a

GA to optimize the operational characteristics of the microgrid.

1.6.5 Different methods of droop control

The authors[52] proposed a supplementary loop around a conventional
droop control of each DG converter to solve the problem of the system's stability
for range operation mode while ensuring satisfactory load distribution by using
high gain angle droop gain. This ensures efficient load sharing in island

microgrids through angle droop control.

This paper[53] examines the potential of two isolated microgrids to
provide mutual support during connected emergencies; one microgrid utilizes
conventional frequency droop control. On the other hand, the second microgrid
solely relies on converter-interfaced DGs. A BTB converter facilitates the
connection between these two microgrids. The back-to-back converter system
enables bidirectional power transmission between the microgrids. However, if
there is an overload in one of the microgrids, the other microgrid can provide

power to assist, if feasible.

The paper[54] has presented a novel approach to self-adjusting nominal
voltage-based modification in the Q—V to enhance reactive power distribution
amongst distributed generation sources in an isolated microgrid. The proposed
method integrates nominal voltage calculation with system frequency, improving
voltage references for all distributed generators. Utilizing an adaptive nominal
voltage instead of a fixed nominal voltage substantially improves reactive power

sharing.

The paper[55] has proposed a droop control strategy for multi-objective

optimization based on Lagrange multipliers, where three objective functions are
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constructed to enhance system performance and stability in the IMG. These
objective functions pertain to (i) accurate sharing of real power, (ii) sharing of
reactive power, and (iii) regulation of load-bus voltage. The suggested technique
can significantly enhance the voltage profile of the load bus while achieving

accurate proportional power sharing.

The paper[56] has introduced a decentralized control method to achieve
generation-storage coordination by utilizing DC bus voltage signaling. Initially,
a novel droop control strategy based on SOC is developed for storage. This
strategy supports the DC bus voltage and ensures a balanced SOC for storage. An
adaptive power control technique is employed for PV generators, enabling
seamless output power adjustment by the DC bus voltage. Integrating these two
strategies across DC bus voltage signaling effectively achieves the coordination

between generating and storage.

All the previous studies are summarized in Table (1-1).
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Table 1-1 The Summary of The Previous Studies.

Introduction

Research’s years Method Type of controller Type of control area Comparative study
Schiffer et al 2014 Adaptive droop control Droop control Inverter-based
microgrids
Yuan et al. [24] Adaptive droop control- Droop control Autonomous Microgrid | Conventional droop control
2019 | based Lagrange
Multiplier Method.
Sinha, Ghosh, and Adaptive droop control Droop control Hybrid multiple | More than one microgrid (ACMGI,
Bajpai [25] 2021 microgrids ACMG2) was compared in terms of PV,
FC, VSC, and BB.
Marzebali, Mazidi, Adaptive droop-based Droop control Stand-alone microgrids | FC and battery
and Mohiti [26] 2020 control technique based
on hybrid  energy
storage
Ghazzali, Haloua, 2020 Adaptive one-layer Droop control AC islanded microgrids | Conventional secondary control
and Giri [27] control
Alexandre and Conventional structure Droop control Isolated microgrids
Belém [28] 2021 | of the Droop control (P-
f) and (Q-V)
Abdalfatah, E. El- FLC and adaptive Droop control paralleled inverters in | The proposed method with virtual
kholy, and Awad 2023 | virtual impedance microgrid in]pedanc_e is _compared to the method
[29] without virtual impedance.
Peng et al. [30] VSG VSG AC microgrid Experimental results validate the
2019 effectiveness of the proposed VSG
control strategy.
Pham and Lee [32] Virtual impedance |  Virtual impedance Islanded Microgrid The feasibility and effectiveness of the
control technique proposed control  strategy  were
2021 validated by  simulations  and

experiments with a 1.3-kVA prototype
microgrid composed of three DGs.
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Gothner et al. centralized  controller Droop control Microgrid Simulation and experimental results for
2021 based on apparent an MG based on DGs rated at 60 kVA
impedance are included to validate the proposed
control scheme.
Lai et al. Droop control Droop control Microgrid Droop control with virtual impedance
2023 | technique-based
(DRL)al-nussiri
Kanwal et al. [36] 2023 ANN Droop control, PID SM control performance is compared
with various PID
Alzayed et al 2022 CFNN Droop control-based | Inverter-Based Conventional droop control
CFENN Microgrid
Habibi, Shafiee, 2019 ANN Droop control Islanded microgrids CC, GDC-based DR+CC ANN-GDC
and Bevrani [39]
Shezan et al. [40] 2023 PID, FLC Islanded hybrid | Simulation results show that by using
microgrid systems PID and FLC and comparing them
Q. Q. Zhang and AFNN-DSC Droop control Islanded microgrid The effectiveness of the proposed
Wai 2022 control method is verified by numerical
simulations for real scenarios.
Yeganeh et al. 2023 | BELBIC Droop control, PI Islanded AC Microgrids | conventional Pl controller, ANN-PI
Srikanth and SMDCM, FLC Pl Microgrids The two proposed methods were compared
Venkata Pavan 2023 with each other
Kumar [42]
Jumani et al. 2018 | GOA PI PSO, WOA
Sedighizadeh, HBB-BC Pl Autonomous microgrids | PSO, BB-BC
Esmaili, and
Eisapour-
Moarref 2017
Naik, Dash, and 2021 SCMBO Droop control Stand-alone microgrid MBO and PSO

Bisoi [45]
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Maulik and Das 2018 PSO Droop control Islanded DC Microgrids | Multi-objective GA
Ebrahim et al.[47] 2020 | Hybrid SSIA - PSO Droop control, PI Microgrid SSIA and PSO
Djema and 9022 FLC, BOA PID Isl_anded_ Multi-Area AC | Conventional method
Boudour Microgrid
Zhang et al. [49] 2020 AQaptive Droop Control Droop control Islanded Microgrid Conventional method
with PSO
Aribowo, AOA Droop control, PI DC Microgrid Conventional method
Suryoatmojo, and 2022
Pamuji [50]
Ferahtia et al. [20] 2022 | SSA Droop control DC microgrid
Majumder et al.[52] supplementary loop Droop control Autonomous Microgrid | conventional droop control
2010 | around a conventional
droop control
Dheer, Gupta, and 2020 modification in the Droop control Islanded Microgrid sim_ula'gion studies and experimental
Doolla Q-V validation on a laboratory prototype
Arabpour and (C/DC) control without AC microgrids C/DC with CL
. 2023
Hojabri CL
Arunima and 2023 Adaptive controller Droop control Microgrid
Subudhi [23]
Dawoud, Megahed, 2021 Modified droop control Droop control Multi-microgrid Various simulation studies are executed

and Kaddah [59]

angle

and compared with the related works
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1.7 Motivation

Droop control is one of microgrids' most widely used frequency and
voltage regulation strategies. Its widespread adoption is due to its numerous
advantages, such as easy implementation, simplicity in control design, and low
control damping requirements. This control strategy is essential when a microgrid
Is connected to the distribution system, operating as droop control. The droops
are carefully selected to ensure that the power developed by the generation
sources closely resembles that of the distribution system's synchronous
generators. When there is a reduction in voltage or a decrease in speed, the load
on the microgrid increases. This increase is intended to share the generation
sources between them, guaranteeing sufficient response and guiding the
generators with nonrenewable sources to contribute more. In doing so, the
available capacity for voltage regulation is increased. However, traditional droop
control may present certain challenges that need to be addressed through
extensive research. It is crucial to apply an appropriate amount of research to

overcome these challenges effectively.

Simple droop control might not always deliver the desired enhanced
efficiency and stability due to the potential existence of an inverted structural
relationship between voltage and power. Therefore, seeking and controlling the
system's stored energy becomes crucial in applying droop control. By optimizing
trading and utilizing the principles of control, a prudent selection of energy
combinations can be made, resulting in an economical approach. Consequently,
microgrids can operate efficiently through comprehensive analysis and
innovative mechanisms. Microgrids can benefit from advanced droop control
techniques with careful analysis and implementation. These advanced strategies
consider various factors, including power source characteristics, load demands,
and system constraints. The aim is to ensure optimal performance and reliability

while adapting to the varying conditions of power distribution. This can be
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achieved by incorporating sophisticated algorithms and intelligent decision-
making processes into the droop control system. Such advancements further
enhance energy utilization efficiency, ultimately contributing to sustainable
development. The exploration of new possibilities and solutions in droop control
continues, with researchers and industry professionals pushing the boundaries of
this technology. The ongoing advancements and innovations in droop control

hold immense potential in shaping the future of microgrid technology.

These advancements facilitate the seamless integration of renewable
energy sources into existing power systems, enabling the transition towards a
greener and more sustainable future. The deployment of droop control in
microgrids is crucial for achieving energy efficiency, grid stability, and
environmental preservation, by investing in continuous research and
development, the capabilities of droop control can be expanded even further. This
continuous improvement empowers microgrids to play a pivotal role in the global
energy transition, contributing significantly to a sustainable future. With each
advancement, droop control strengthens its position as a crucial tool, driving the
efficient operation of microgrids and supporting renewable energy integration.
As the world embraces a greener future, droop control remains at the forefront of
technological advancements, cementing its importance in pursuing a sustainable

and environmentally conscious world.

The novelty of this thesis lies in the application of two swarm-based
optimization algorithms, the SMA and the SSA, which have not been previously
used for optimizing PI controller parameters in droop control for microgrids and
reducing voltage and frequency variations during islanding and load changes.
These methods were specifically chosen for their ability to handle complex,
nonlinear optimization problems efficiently, provide strong exploratory
capabilities to reach a wide range of potential solutions, refine the discovered

solutions, and reduce the time required to achieve the optimal solution, While the

54



Chapter One Introduction

SCA has been used in similar applications, our study provides a comparative
analysis of SMA, SSA, and SCA to demonstrate the strengths of each approach
and their suitability for enhancing the stability and efficiency of droop control in

microgrids.

This thesis presents an ideal droop controller designed to ensure that
distributed generators (DGs) can operate in proper operation of parallel-
connected inverters in microgrids. It includes a controller based on a set of swarm
algorithms droop controllers, such as SMA, SCA, and SSA. The controller
reduces voltage and frequency variations that arise during islanding or load

changes connected to the microgrid using the Pl controller.

1.8 Significance of Research

The significance of this thesis is the use of a set of swarm algorithms droop
controllers, such as slime mould algorithm, sine cosine algorithm, and sparrow
search algorithm. In the end, all of these methods are compared with a previous
method called conventional droop control, which significantly reduces the
voltage and frequency variations that arise during islanding or load changes
connected to the microgrid to optimize the parameters of the PI controller. Also
presents an ideal droop controller designed to ensure that DGs can operate in the
proper operation of parallel-connected inverters in microgrids. It includes a
controller based on a set of swarm algorithms droop controllers, such as SMA,
SCA, and SSA. The controller reduces voltage and frequency variations that arise

during islanding or load changes connected to the microgrid using Pl controller.

1.9 Problem Statement

The scope of this study deals with droop control application using a
proportional-integral controller, which is designed to decentralize the control of
active and reactive power management from the central controller, distribute it to

the inverters, and maintain frequency values and voltage magnitude to restore it
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to its nominal value. The Pl control parameters of the inverters in a microgrid are
obtained using three metaheuristic algorithms. The simulation results are
compared with conventional techniques and the effectiveness of the metaheuristic
optimization algorithms. The control strategy is analyzed in various disturbances
when switching between islanded mode and grid connected and increased load in

the microgrid.

1.10 Aim and Objective of the Thesis

This thesis aims to use the set of swarm algorithmsto develop
an optimization of droop controller for microgrid and PI controller parameters;

the objectives of the study are as follows to achieve this purpose:

1. The primary aim of the present work is to study and implement a
novel droop control technigue to enhance overall stability and
efficiency in islanded microgrids. The droop control mechanism
considered an auxiliary control loop, has been developed to ensure the
better dynamic performance of droop-controlled distributed
generators, providing frequency and voltage control in weakly
connected systems.

2. To improve the conventional droop control and implement a
microgrid system with two parallel connected inverters.

3. Conventional droop control model development using a set of
algorithms for the optimal possible estimate of the PI controller t.

4, Improve the droop controller to guarantee that variations during
islanding and load changes are as low as possible.

5. Active Power sharing for loads and Distribution of loads on RES.

6. Regulation of the voltage and frequency of RES and Improve

efficiency and stability.
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1.11 The Thesis Structure

7
%®

7
%®

The thesis consists of five chapters, which are as follows:
Chapter One: This chapter presents an overview of the study, including the
background of MG, the significance of the research, the problem statement,
and the thesis objectives. In addition, studies on droop control in microgrids
are presented, including using different methods. Finally, a summary of the
structure of each chapter of this thesis.
Chapter Two: This chapter introduces a microgrid model. A MATLAB-
SIMULINK was developed to optimize the droop control parameter.
Chapter Three: This chapter presents details of droop control and the
technologies used, specifically the (SMA, SCA, and SSA).
Chapter Four: This chapter presents the simulation results, discussing each in
detail and examining how each method performs under various scenarios. The
comparison aims to validate the model's accuracy.
Chapter Five: In conclusion, the most essential findings are presented.
Furthermore, some key recommendations are given to extend and enhance the

existing study, including potential routes for future research.
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CHAPTER Two:
Microgrid Modeling

2.1 Power Electronic Converter

Power electronics, the field of the study and development of semiconductor
equipment for the effective conversion of electrical energy using advanced
control techniques. Power electronics have become more significant in the
world's most diverse regions of technology requiring electricity. When these
technologies are used in the mobility, industrial, and energy sectors, they increase
productivity and improve service quality[60]. The power converters can play
various roles When integrated into a microgrid, including grid feeding, grid
following, and grid creating. Power electronics technology remains in its early
stages. Still, it is finding its way into various applications, including
EVs, renewable energy generation (such assolar and wind power), small
appliances like laptop chargers, and biomedical equipment. Soon, electrical
energy will be consumed and handled by power electronics; that increases the
role of power electronics in power conversion operations and indicates that power
systems are transitioning from central distribution to distributed generation. Over
1000 GW of renewable energy have been installed today, including wind and PV
systems managed by power electronics technology. Moreover, regions
like electrification of transportation and energy conservation are increasing,
creating a large market for power devices and packaging and power converter
design. Factors like cost, functionality, weight, volume, and reliability are some

of the factors driving this technology[61].

2.2 Microgrid Modeling With The Proposed Control

This section discusses the microgrid system structure as shown in Figure (2-

1) and Figure (2-2), which consists of two micro sources (DGs) and load
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components coupled to the low voltage distribution network via the line and
switch. The DGs were presumed to be DC sources, as renewable energy sources
often produce outputs and loads, which are inverted by the three-phase AC
(SVPWM) inverter. LC filter is utilized to reduce high-frequency components
and high-order harmonica while Kkeepingthe pure sinusoidal voltage
waveform through the load, three-phase VSI, inverter connected to DGs to
converter the AC to DC, static switch (SS) is used to Switch between grid-
connected mode and islanded mode. The reactive and active powers produced
through the DGs are estimated using the calculated current and voltage values.
The four micro sources use PQ control to maintain a steady output power level
when grid-connected. DG1 and DG2 employ V/f control during grid-connected
and islanding operations to keep the system's steady voltage. Pl controllers are

generally used in droop-controlled DG applications.

This controller is easy to design and operate and is considerably reliable.
Droop control is employed in the DG units to enhance a microgrid's load-sharing
and frequency stability and generate the reference frequency and voltage signal.
Finally, the switching system SVPWM creates gate trigger pulses and delivers
them to the VSI to regulate the frequency and voltage of the system. The
simulation model in MATLAB/Simulink is utilized for optimization. Table (2-1)
provides details of the parameters used in the microgrid system studied in this

thesis.
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DGI

1 Rf If Le
Lnverter —AN— T
— e —ANN—T —
Ve —
—VW— LZ A
o T |
— 1 o
3-Phase
. : AC Load
Rf \
3-Phase
‘;6' AC Load
W
Active&Reactive
Power Calculation
— C.B + Gride
P Q
Ve Fref
SVPWM‘_ Currenr Voltage J Voltage Droap
¢ ¥| Control control 4_ ¢ Formation  4— Control p= o=
i Ve Vref 3-Phase
v+ AC Load
I Rf Lf
frverter AMA— ’rnr“
— s ANN— A
- | — Wy ]
——t o SR
3-Phase
Yy ACLoad
Rf
R
®
Active&Reactive
Power Calculation
P o
Fref
SVPW‘— Current 4 Voltage l 2 Voltage ¢ Droop
P ¥ Controll controll o '“ Formation  q—  Control P~0"

V.

a Vref
S I

Figure 2-1 Structure of Microgrid

Figure (2-1) illustrates the studied network system, where two distributed
generators and four loads were used; Rf, Cf, and Lf refer to the resistance,
capacitance, and inductance, respectively. The P and Q indicate the active and
reactive powers for DG units, P*, and Q* reference the active and reactive powers
for DG units. The nominal V* and F* are input to determine the reference V
and Fr in the 'droop control' block. MG power is pumped into the main grid
employing a three-phase circuit breaker.
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Figure 2-2 Structure internal of microgrid (Proposed controller)

In Figure (2-2), V* and F* represent grid-rated voltage and frequency
magnitude, respectively. Vs and W, are the reference voltage and frequency
magnitude acquired from the droop control characteristic. The current and voltage
signals of the DG and the grid are obtained and translated to the d-q frame of

reference utilizing Park's transformation, applying Equations (2-14) and (2-15).
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Table 2-1 Details Parameters Microgrids[5].

Parameters Values
Vv 380v
Rs 0.89290hms
Ls 16.58e-3H
Loadl Reactive load=20kw
Active load= 40kw
Reactive load=10kw
Load2 Active load= 20kw
Reactive load=30kw
Load3 Active load= 60kw
Load4

Reactive and Active load is high

1/m1 =5xX 10_5, 1/711 =3X 10_4,

Droop Control coefficient 1/m, = 0.15 x 10~* 1/n, = 1 x 10-*

2.3.1 Power control used to optimize droop control

A metaheuristic optimization algorithm can demonstrate auspicious results
when addressing a specific optimization issue, yet the same algorithm can show
poor performance on another optimization problem. According to the theory that
there is no free lunch, the performance of all optimization search techniques,
when amortized across the set of all potential functions, is equal. For instance, if
an algorithm can effectively solve one problem, it does not follow that another
algorithm will be effective. This theorem is the foundation for numerous nature-
inspired optimization algorithms proposed occasionally [62]. So, this section
explains the motivation for three optimization techniques (SMA, SCA, SSA).
This study begins with interfacing a DG unit with a three-phase conventional grid.
The controller phase receives voltage and frequency measurements from the
terminals of the DG unit and the point standard coupling. In the initial case, the
controller converts three-phase abc data to a synchronously spinning dg system
and compares measured frequency voltage to reference values. Then, the PI
controller parameter reduces the error among measured and reference values,

resulting in current reference values (lcg~ and lIeq+). In the end, the switching
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system (SVPWM) creates gate trigger pulses and delivers them to the VSI to

regulate the frequency and voltage of the system.

2.2.1.1 Voltage and frequency control

The voltage and frequency of a microgrid are determined by the generators
or inverters supplying the active and reactive power, and they are controlled by
curtailing power in droop control. The reference frequency and voltage produced
using the droop control are fed to the voltages control, which generates the
reference currents in the d-q frame. This controller aims to obtain the desired
frequency and voltage values while eliminating the inaccuracy caused by DG
insertion or load variations. The dynamics of this control may be described

mathematically as Equations (2.1) and (2.2).
* kiv .
ch = _WCfVidq + (kpv + ?)(Vidd* — Vidd) + Iog «ve ven vee s 2.1

* kiv .
Icq = +WCfVidd + (kpv + ?)(Vidq* — Vidq) + 10q e 0 2.2

2.2.1.2 Current control

This controller is commonly utilized to reduce the error of the inductor
Impulse current and create the quantity of compensation needed to reduce the
influence of short transients in the inverter's output current. The behavior of the

current controller may be described by Equations (2.3) and (2.4).
* * kiV
Vq = ch - ch (kpv + T) —W- Lf : Icq + Vidd «or oee wor oee 2.3

* * ki
v =I5 — g (kpf + ?f) W L Teg + Vigq o e e o 24

2.2.2 Inverter

The inverter converts DC power into AC power with a specific output
frequency and voltage. The term inverter commonly denotes a voltage source

instead of a current source, which transforms energy from batteries or any other
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constant DC voltage into an alternating current (AC) form by which magnitude
and frequency may be controlled[11]. The primary purpose of the static power
converter is to generate AC output waveforms from a DC power source. Inverters
are classified into many types depending on the DC supply. An inverter is
typically classified as a CSI when it has a larger inductor in series with a DC
supply and a VSI when it has a larger capacitor through the DC bus. In a
microgrid, inverters perform two principal operations: grid-following and grid-
forming. CSls enable grid-following operation, also known as PQ control and
grid feeding. VSIs are commonly used in grid-forming operations to manage
network voltage and frequency. Both the grid-following and grid-

forming components use VSIs[63].

2.2.3 LC filter

L C filters as shown in Figure (2-3), are used when there is a local load between
the inverter and the utility grid. The LC filter reduces output voltage ripples and
minimizes high-frequency ripple currents in power electronics switches. The LC
filter reduces high-frequency and high-order harmonics while maintaining a
sinusoidal voltage waveform across the load. The transformer leakage
inductance, grid impedance, or both act as coupling inductors[64]. The LC filter's

cutoff frequency, fc, is given by:

1
= e e 2.6
Je 2mVLC
L
Vi(t) Rd Vo(t)
inverter Load

C

, 1.

Figure 2-3 LC Filter Scheme[65]
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2.2.4 dg Frame

Using the dg model makes controlling reactive and active power components
easier because current and voltage components can represent them and
accomplish decoupled control over reactive and active power[66]. Initially,
the current and voltage signals of the grid and the DGs are measured and
translated to the dq frame as a reference utilizing Park's transformation, applying
Equations (2.7, 2.8). The converter's input voltage in the dqg references frame is

as follows[67]:

- 21 21\
cos(f) cos (6 - —) cos (9 + —)
Val 2 o 2 |V
Vg | = 3 sin(@) sin (6 - ?) sin (9 + ?> Vb] Y
Yo 1 1 1 Ve
2 2 2

The AC current that flows through the inductance and resistance is as

follows:
- 21 21\
cos (8) cos (9 - —) cos (9 + —)
I 3 3710
a2 2 2m\ || %
Iq = § sin (0) sin (0 - —) sin (9 + —> Ib v e 2 2.8
I 3 371
0 1 1 c
2 2 2

Where V, , V,, , V. : represent the per-phase voltage, I, , I, , I, :

represent the per-phase currents

To compute the reactive power (Q) and active power (P) that DGs supply to
the loads in the dq reference frames is used in Equations (2.9, 2.10).
P = vyqlpgq + Voglog « eve ver eve 2en 2.9
Q = Voalog — Voglog - =er wre ver e 2.10
Where: P: the active power before the filter, Q: the reactive power before

the filter, voq: the output voltage on the d reference frame, vqq: the output voltage
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on the g reference frame, loq: the output current on the d reference, loq:the output

current on the g reference frame.

The instantaneous quantities for reactive and active power are determined
for the power-sharing controllers after going through a low-pass filter in the

following manner:

S . .
P = S + a)C (vOled + voqloq) 211
S . .
Q = s+ W (vOleq - voqlod) e 2,12

Where P: refers to the active power, Q = refers to the reactive power

w.. The frequency of the filter cutoff, S: The operator of the Laplace transform.

2.3 Power Sharing

Power sharing is distributing loads among generating sources capable of
producing electricity based on their rated capability for conventional sources and
their available generated capacities for weather-dependent RESs. Reactive
power, current sharing, harmonic current sharing, and load sharing represent
other terms for power sharing. The accuracy of power-sharing enhances the
system's voltage profile. This results in the production of higher-quality power.
Low-capability DGs may be overwhelmed by inaccurate power sharing,
necessitating separating them with protective devices. Power-sharing in the island
mode is more important than the grid-connected mode. Accurate load distribution

and sharing between DGs are essential during optimization [68].

2.4 Fitness Function

The PI controller's effectiveness depends on the selection of tuning
parameters. In practical applications, it is difficult to derive an optimal PI
parameter manually. Hence, several optimization algorithms have recently been

employed to improve the performance of the various design methods in power
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electronic converters and systems. Therefore, this present paper has optimized
the tuning parameters of the controllers using three metaheuristic algorithms:
SMA, SCA, and SSA. These metaheuristic optimization algorithms search for the
optimal Kp and Ki parameters that optimize droop control. The optimization
procedure of the Pl control parameters in a metaheuristic optimization
algorithms-based system begins by minimizing an error. Four types of errors
were used in this study: ITAE, IAE, ITSE, and ISE, but the ITAE is a commonly
employed error integration fitness function because of its easier application and
superior results when compared to competitors such as ISE, IAE, and ITSE.
Because of error squaring, the ITSE and ISE ITSE are extremely violent criteria
that generate unworkable outcomes. Furthermore, compared to the ITAE, the IAE
Is an unsuitable choice since the ITAE incorporates the time multiplying error
function and gives more realistic error indexing[69]. These errors are
mathematically defined by the Equation below, and Table (4-2) illustrates the
values obtained from the simulation of these errors. Furthermore, to analyze the
system's ability and response to changes, the following system parameters are
considered: (i) overshoot, (ii) rise time, and (iii) settling time. Tables (4-2) and

(4-3) show the results obtained from the fitness function optimization process.

ITAE = [7 tleldt oo e e 0 2.13
ITSE = [7 t - e2(O)dt v e vee e e 2,14
IAE = [7 |e(O]dt v ve e e 2.15
ISE = [7 €2(D)dt woovve e e oe e 2,16
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CHAPTER Three:

Droop Control Based on Optimization Techniques

3.1 Concept of Droop Control

The essential droop control is the initial stage of the inverter control approach.
The droop controller regulates frequency and voltage according to the current
loading conditions[70]. Droop control based on the conventional frequency and
voltage droop controllers are employed in the AC grid-connected microgrid's
active and reactive power flow control. The DGs' frequency and power droop
control characteristics are developed with appropriate control gain selection rules
for load sharing and stability enhancement, ensuring coordinated control across
grid-connected conditions. Droop control is actively studied and widely used in
parallel operation of DGs in a microgrid and frequency control in an interconnected
AC power system. It is a decentralized power control scheme based on locally
measured frequency or voltage values. It governs the relationship between active
and reactive power with the system frequency and voltage, respectively, so that the
DG units adjust their power output automatically in response to frequency or
voltage deviation from the nominal value.

Hence, droop control naturally exhibits a decentralized mechanism, which
becomes less complex than centralized control. Cascaded droop controls have been
applied for inertia emulation of renewable energy sources and suppression of
harmful sub-synchronous oscillations in microgrids[71]. Figure (3-1) shows the
structure of droop control and information on the "Voltage Formation' block. In
Figure (3-1), f* is grid-rated frequency, V* is grid-rated voltage magnitude, frs is
reference frequency, and Vg is voltage magnitude. The voltage formation device
generates three-phase U, converted to ud-ref and ug-ref using Park's

transformation.
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Droop Control

Voltage Formation

raf
1 : e ud
—!—'_. V“__r - d o7 I{ ﬂbc _J?f
1 ref
V26,5 5
e 2
> V'*--’ £(0,,+ 3) “ Uy ref

Figure 3-1 Details for Droop Control with Voltage Formation
3.1.1 Classification of droop control technique

The following classification of the droop control technique

 Linear droop control

Linear droop control uses frequency, voltage, and power angle droop to
generate an accurate reference. This section examines the categorizing of linear

droop control techniques as follows[72]:

1. Conventional Droop Control

This method depends on conventional droop control of synchronous
generators. Every DG's real and reactive powers are calculated using its droop
coefficient and nominal capacity. The droop coefficient is a virtual resistance on
the DG inverters' grid side. The output resistance of DG inverters can be altered
by modifying the droop coefficient. As a result, the output characteristics of every
DG's inverter should be controlled by its local controller, which can also regulate
microgrid frequency and voltage[72]. This enables an appropriate allocation
of reactive power and load active demand to the many parallels connected to
DGs in the microgrid. Figure (3-2), depicts the typical circuit model for a DG

that is connected to the grid via its inverter:
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Flgure 3-2 DG connected to the grid (AC Bus)

The injected active power and reactive power are calculated using the equations.

S =P A JQ e oo et e e e e 2301

2

EV %4 EV . :
P = (7cos © —7) cos 6 +7smgosm9 e 3.2

iy v 9+EV 6..33
Q= Zcosgo 7 sin Zsm<pcos

Where: E: is the inverter's output voltage amplitude, V: represents the
voltage amplitude for the common AC bus, X: represents the inverter output
reactance, L: is the inductance and Z: is the line impedance, ¢: represents the
phase angle differential between the PCC and Inverter output voltage, 6:

represents the line impedance phase angle.

In an inductive system, Z is operating as an imaginary reactance. The
following formula can express the active and reactive power each inverter draws

to a bus by simplifying the above equations.

EV

P = 75in<p v e 304

_ EVcos ¢ —V?
- X LRl

So, the conventional droop characteristic in Figure (3-3), and can be expressed as
follows in equations (3.6 and 3.7):

..3.5
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Figure 3-3 Conventional droop characteristics

f=f,—m®P-P)......236
v=v,—n(Q—Q").........3.7
Where: f: is the reference frequency, V: is the reference voltage, f,: refers
to the frequency characteristics' constant coefficients, V,: refers to the voltage
characteristics' constant, n and m: denote the droop coefficients voltage and

frequency determined by Equations as follows:

m = L Jmin o g
Pi - Pimax
E. —E. .

n= imax imin 39

 Qimin — Qimax

Droop control can be defined using equations that illustrate the relationship
between frequency and active power, as well as voltage and reactive power. This
characteristic diagram represents the frequency and voltage response of a
distributed generation unit. When frequency decreases, the permissible active
power output of the distributed generation unit increases, leading to a rise in load.
Frequency is regulated based on active power to ensure grid stability and balanced
load distribution. Distributed generation units respond to frequency drops by
increasing their active power output, thereby counteracting the frequency decline
and stabilizing at a specific point, allowing power sharing among units. Similarly,

as reactive power increases, voltage decreases, and vice versa.
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The traditional droop method has several disadvantages, such as an inherent
trade-off among regulation of voltage and load sharing, slow transient response,
the line impedance mismatch across parallel-connected inverters that affects
reactive and active power sharing, poor harmonic sharing of load across parallel-
connected inverters in the instance of non-linear loads, load dependence on
frequency and voltage, circulating current between DGs, inaccurate reactive
power sharing, low power quality for unbalanced or non-linear loads, and

ineffective performance with RES. See Figure (3-4)
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Figure 3-4 Conventional droop control[73].
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2. Reverse Droop control (P-V and Q-F (VPD/FQB) method)

The conventional droop control is effective for high voltage system
transmission because it has little line resistance to reactance ratio. However, it
cannot be utilized in low-voltage and high-resistivity microgrids. In Equations (3-
10 and 3-11), Z is considered the impedance of a perfect resistor[72]. The
traditional frequency droop management method is effective in microgrids with
primarily inductive line impedances but may not operate well in low-voltage
microgrids with primarily resistive feeders. The inverter's active and reactive
power still rises with E, but the reactive power rises with the power angle ¢, while

the active power increases with voltage variation (E - V)[18].

pe (s oL 3.10
=\ cos 7 )3
EV
Q= —?sinw e e e e e 2311

Approximated as sin@ , the normal power system is around equivalent to

zero (cos® = 1,sin® ~ @)

%
Prz(E=V)......312

_ 3.13
Q=——70 3.

Equations (3.12,3.13) demonstrate that the reactive power decreases as the
angle between phases rises, whereas the active power is inversely proportional
to the inverter bus voltage. Therefore, droop characteristics must be determined
by the curves in Figure (3-5) and Equation (3-14,3-15)
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Figure 3-5 Reverse droop control curve[74].

E;=E*—n-P;......314
wi=w" +m-Q;....3.15
Where m: is the reactive power's (Q) boost coefficient, and n: is the
active power's (p) drop coefficient.

Furthermore, P-V and Q-f droop control techniques frequently share equal
active power under the resistive feeder impedance situation. This type of control
provides enhanced performance for power transfer and controlling low-voltage
AC microgrids with extremely resistant lines.

3. Virtual Impedance-Based Droop Control

Power sharing may be ineffective when employing CDC with complex line
Impedances. So, the authors suggested a droop controller that includes a loop
made up of a virtual impedance. Its goal is to minimize the circulating current
(both fundamental and harmonic) and power oscillation, and this method
Improves dynamic performance and adaptability to changing line impedances. It
offers stable frequency management in steady-state situations and active power
balance. A virtual impedance is proposed to decouple reactive and actual power
to low x-to-r ratio lines. as shown in Figure (3-6)[75]. The virtual impedance is
offered as a control method for power regulation and power-sharing
In conjunction with droop control. Similarly, virtual impedances are used in
converter control for harmonic voltage rectification, enhanced stability, and
power-sharing applications[76]. Virtual impedances assist in regulating voltage

within specific limitations, dampening the system, effectively sharing reactive
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power, and decoupling active and reactive power. The reference voltage can be

expressed by the equation as follows:

Vier = Vi — Zylg v v 3.16
Where V; :represents the rated value of the voltage, Z,,: is the virtual
Impedance, I, : represents the rated value of the current.
To obtain Z,(s) = sL,, is to reduce the output voltage proportionally to the
derivative of the output current. High harmonics originate from nonlinear loads.
Instead of s cap L sub v, a high-pass filter can remove harmonic influences. So,

it can express the reference voltage as follows:

Vg = V¢ — Ly, ..3.17

S+a)c....

Where: w, indicates the cutoff frequency of the high-pass filter.

The virtual impedance is adaptively adjusted to limit the inherent problems
of line impedance mismatch. So, the adaptive virtual impedance can be calculated
for each DGs:

AZ,; = klg— 3,18

Where: - k; : represents the coefficient of the adaptive virtual impedance
Q;; represents the reactive power output, U; : represents the output voltage

amplitude.
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Figure 3-6 Virtual Droop Control[73].

4. Adaptive Droop Control

The adaptive droop control approach has been presented to significantly
keep the voltage amplitude with the correct reactive power-sharing and address
the erroneous reactive and active power-sharing issue in islanded microgrids
caused by line impedance mismatch while utilizing the CDC. The main objectives
for the compensation droop control method are performance and line impedance
compensation improvement via harmonics reduction. In this method, the
maximum amount of reactive power Qmax extracted from every unit is stored and

compared to the reference value of reactive power Qs The voltage amplitude

78



Chapter Three Droop control based on optimization techniques

obeys the conventional Q/E droop equation if the maximal reactive power is

smaller than the reference value[3].
E=E"—nQ —ngga(Q — Qref) v verwnn..3.19
E =E* —nQ — ngaa(Qmax — Qref) -----3.20

The variation between the value reactive power of the reference and the
output reactive power is used to set the desired voltage's magnitude. VSCs with
a traditional voltage droop controller distribute reactive power among the
microgrid's DGs. To correct a mismatch in the current sharing at the deviation in
voltage and main level of control at the secondary level, an adaptive droop in d-
g coordinates is used. To eliminate the current sharing mismatch, the droop
resistances for the d and g subsystems are adjusted using the PI controller tuning.
Equation(3.22) describes the relationship between DG and bus voltage[77].

Vica; = E;28; — Z;l;2 — 0;,i = 1,2 ... ... .. 3.21
V; can be represented in terms of reactive and active powers using equation
(3.22)

..3.22

Vi=Ey—ngqQi ———

The control factors determine the magnitude of the voltage on the iw bus ny;

And Eo, VSC'sreactive and active power, and connection impedance. To
mitigate the effects of these factors, the VSC's voltage reference is adjusted to
include a voltage drop in its connection impedance. So, Equation (3.23,3.24)

modifies the typical E-Q droop[78].
1Py + x;0;
Ey

D;(P; - Q) = Dy; + my;QF + my;P? ...3.24

E; =E,+ ( ) —1g,Q; v 3.23

Where: D;, m;, and m,,; : represent the coefficients of the droop, 7;: is the

feeding resistance, n, is the reactive droop coefficient, x; : is the reactance.
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The VSC voltage reference can be adaptively modified based on the reactive

and active powers using the droop control of equation (3.25).

E; = (E +riP") ( Xi) 3.25
i = 0 Eoi nqi EO Qi I B

This controller eliminates the impact of the connection impedance among
VSC and PCC[79].

5. Robust Droop Control
Robust droop control is presented to overcome traditional droop control's

limitations and reduce the impact of nonlinear inductors on reactive power
sharing, as shown in Figure (3-7); this control strategy adjusts the droop equation
by subtracting the inverter's RMS output voltage from the voltage setting
point. This approach compensates for the voltage loss caused by the droop and

load effect.
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Figure 3-7 Robust Droop Control[73].

In addition, it keeps the load voltage inside the rated range despite poor
reactive power sharing. The equations below express the robust droop control

technique:
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AE=E—E"=nP........ 3.26
E=K,(E*—V,))—nP.. ....3.27
w=w"+mQ..............3.28

Where: V, : represents the RMS value for the inverter's voltage output, K, :
indicates the amplifier, while m and n, are the coefficients of robust droop which

are calculated using the following equations:

Ke

n= AE ...................3.29
Pmax
1
m= Aw ..................3.30
Qmax
Equation (3.26) can be put in steady-state form as follows:
nP =K, (E*=V,) ... 3.31

Equation (3.31) can be used to obtain the output voltage, as described
below:

o= E ——p=E nf
o K, K, E*

represents the voltage drop ratio, which can be selected within

E* 3.32
Where:

npP
K E*
the appropriate range by choosing a large K, The error of active power-sharing is
oppositely proportional to n/k,, but the voltage drop is proportional directly
ton/k,. This method can enhance voltage regulation while considerably
reducing the influence of line impedance on power sharing.

6. Intelligent Droop Control

Generalized droop control (GDC) equations were derived using the CDC

equations and the inverter's output active and reactive powers, as follows:

Af = 1 ZP, P KRKVAV KR 233

f_Kf(X 0>+ K. s+KfQ0........__ _
L (2o KrKs K

AVS=K_V<}Q _QO)_ KV Af_K_VPO v e 03.34

Af and AV, are variations of the inverter's frequency and voltage,

respectively. Ky = —%,KV — _% K =E

~+ Po. Qo active and reactive powers,
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respectively. According to equation (26), Ky impacts the weighting coefficients

of Q, and AV, In the second and third definitions.
7. Hybrid Droop Control

A Generalized Droop Control is created by comparing the virtual
synchronous generator and Conventional Droop Control. When there are
variations in the power reference, the GDC can reduce the active power settling
time and suppress oscillations. Compared to droop control, GDC could offer
inertia and damping characteristics. GDC can function as a CDC and a VSG for
specific controller parameters. This type is called hybrid droop control. A triple
droop approach is suggested. First, angle droop is employed to enhance the
dynamic of active power management. Second, frequency droop enhances system
stability and reduces frequency variations. Third, voltage droop is employed. This
triple process is done by choosing the appropriate angle droop coefficients
and frequency. The disadvantage of using the hybrid droop control method is the
difficulty in doing a stability study of a microgrid system that incorporates hybrid

droop control techniques[80].
8. Angle Droop Control

Modifying the phase angle for the DG voltage bus can control a microgrid's
power flow. The Angle droop control is in two scenarios: no communication and
communication across the web. Although the two approaches achieved great
power-sharing with high resistivity networks, the system was at risk because
of the high gain[81]. The active and reactive power injected into the grid by DG

can be calculated as follows.

_ VXVtsin (6—615)
- Xf aEn mmw

..3.35

2_ -
q= V4=V xVicos (6—6¢) 3136
Xr

It can be observed that equation (3.37) shows that the actual power output

of DG is directly proportional to the voltage phase angle, provided the value
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voltage phase angle fluctuation is small enough; stated differently, the voltage
phase angle and magnitude can be adjusted to regulate the active and reactive
power of DG[81]. The averages of active and reactive powers are obtained by
passing these instantaneous powers across a low-pass filter. The microgrid
voltage at the bus can be observed. V; .6, is not directly controlled by the VSC
(refer to Figure (3-8). Therefore, it makes it evident that actual power may be
controlled by adjusting 6. In contrast, reactive power may be controlled by
adjusting voltage magnitude, provided that the angle difference (6 — dt) is low.
Therefore, the power requirement can be divided among the DGs by lowering the
voltage magnitude and angle as in conventional droop [82]. Conventional Q-V
and P-f droop control indirectly alters the voltage phase angle by altering the
frequency. However, the Q-V and P- 6 droop control approaches can directly
regulate the magnitude and phase angle of the DG voltage output, which can be
explained as:

8 =080q —MX (Prageg — P) oo .. 3.37

E=FE.,uq —nX%X Qg — Q) ....3.38

Where 6,4 : IS the phase angle of DG, E,,..4 : IS the nominal voltage and

phase angle of DG. The coefficients n and m represent reactive and active
power gains, respectively. Phase droop can significantly enhance DG's

frequency stability and power flow regulation.
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Figure 3-8 DG connected by VSC to a microgrid[83].

9. Virtual Frame Droop Control

This control method decouples reactive and active control in microgrids by
defining a virtual reference frame for frequency and voltage. In pure inductive
microgrids, the frequency (phase angle) of the DG inverter controls active power,
while the inverter's output voltage controls reactive power. Active and reactive
power can be expressed as follows[74]:

[Zj‘] —[sin @ —cos 0] [Z] e 339

The fundamental characteristics of droop equations use this translated
active and reactive power. In the above reference structure, frequency and voltage

are described similarly.

[(5:] _ _SZ,‘S% s 3] 7] 340

E and o are calculated using the conventional droop equation. This strategy
raises system stability by separating active and reactive power. However, it does
not account for the negative effect of nonlinear loads on impedance.
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10.V-1 Droop Control
The system decreases the problem of power-sharing into one of current
sharing by employing a feed-forward mechanism, constant frequency, and droop
signal injection. This approach improves stability and dynamic
responsiveness and is suitable for inverters with a small current range and

compact diameters[84].

3.1.2 Advantages and disadvantages of droop control

+» Advantages

The main benefit of the droop control method is that it avoids key
communication lines between parallel-connected inverters. The non-
existence of communication links among parallel-connected inverters
offers high reliability and flexibility[73]. There is no need for
communication networks, adequate dependability, easy expansion, and

low investment costs [72].

+ Disadvantages

1- A significant drawback of droop control is the load-dependent
frequency variance. Therefore, there is a phase discrepancy between
the frequency of the utility's primary input voltage and the frequency
of the inverter output voltage[42].

2- Variations in grid voltage and frequency: While in isolated mode, the
microgrid's voltage and frequency are affected by changes in load.
Increasing the gradient of the droop profile improves the microgrid's
reaction to changes in load, but voltage and frequency control and
microgrid stability suffer[72].

3- Harmonic load dispatch: While the conventional droop control is

suitable for basic load distribution, it cannot manage harmonic load
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dispatch in the face of non-linear loads [22]. Furthermore, it has poor
power quality and delays dynamic response in the presence of
harmonics.

4- Unknown and variation line impedances: The line impedances
among parallel converters influence power flow. Differences in
Impedances between inverters and the point of standard connection
produce a substantial circulating current between inverters, which
lowers the precision of power dispatch[72].

5- DG output power fluctuations: Because renewable DGs' major
energy sources are unpredictable, the conventional droop cannot

provide a steady power supply to the microgrid[72].

3.2 Proportional-integral

The PI controller is the most commonly used approach for inverter control
In microgrids. The most common and simplest method is associated with voltage
and frequency droop control. The PI controller is frequently employed in a
synchronous reference framework transformation by implementing its transfer

function in the following manner:
Cp (s) = K, + Ki 3.41
PI S - p S ses ses wmw wEmmow .

K, proportional gain, K;:integral gain

The PI controller's effectiveness can be improved using a cross-coupling
term and feed-forward voltage. The feed-forward voltage can improve the
controller's dynamics during voltage fluctuations. The main advantage of
utilizing the PI in the dq frames is that it yields 0% steady-state error. As a result,
it helps attain accurate reactive and real power flow in a network by directly

managing the reactive and real current components. The PI in the dq reference
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frames is an efficient strategy for managing electrical quantities; however, this

strategy is not appropriate for distorting electrical amounts [63].

Uy,

I»!'pr - + Aip

- Aug, -+

L
S

Figure 3-9 Pl Control Structure Diagram

—» K; S

3.3 Concept of Optimization

Optimization determines the best values for a given problem's variables to
minimize or maximize an objective function. Optimization challenges exist in a
variety of domains of study. Several steps are required to address an optimization
problem. First, the problem of the parameters must be determined. The Problems
can be classed as continuous or discrete depending on their parameters. Second,
the constraints applied to the parameters must be identified. Constraints divide
optimization issues into two categories: constrained and unconstrained. An FF or
OF is produced based on the parameters' nature, which must be maximized
or minimized to obtain the optimal set of parameters. Third, investigate and
consider the problem's objectives. In this scenario, optimization issues are
divided into single-objective and multi-objective problems. Finally, according to
the specified categories of parameters, restrictions, and number of targets, an

appropriate optimizer must be selected and used to address the problem[85].

So, any mathematical optimization problem, either minimizing or
maximizing a specific objective function, typically contains four major
components: objective functions, decision variables, equality and non-equality
constraints, and the optimization algorithm used[1]. A metaheuristic optimization

algorithm could demonstrate auspicious results when addressing a specific type
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of optimization issue, yet the same algorithm may demonstrate poor performance
on other optimization problems [62]. Mathematical optimization mostly depends
on the gradient-based construction of the associated function to get the optimum
solution. Mathematical optimization has drawbacks, such as mathematical
optimization methods being ridden from local optima traps. This means an
algorithm that assumes the local solution to be the global solution. This fails to
achieve the global optima. They are frequently useless for issues with expensive

computational derivations that are unknown.

3.3.1 Classification of optimization algorithm

The range of existing computing problems and the number of algorithms
devised to tackle them is challenging to imagine. So, the algorithm can be
classified into many types, as in Figure (3-10). Most real-world optimization
problems face challenges, including non-linear constraints, high computational
cost, dynamic/noisy objective functions, non-convex search landscape, and
colossal solution space. These issues are the primary criteria for selecting
an accurate or approximation algorithm to address complex problems[86].
Metaheuristic optimization algorithms have gained popularity in recent decades
due to their reduced requirements computation capacity, simplicity, high
performance, derivation-free mechanism, flexibility, and local optima avoidance

compared to deterministic algorithms for optimization issues[87].
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Figure 3-10 Optimization Algorithms Classification[86].
3.3.1.1 Metaheuristic optimization algorithms

Definition metaheuristic optimization algorithms, or simply metaheuristics,
can be regarded as a set of higher-level procedures that provide an identical
framework to guide algorithms that depend on heuristic rules toward the
exploration and exploitation of the search space to improve potential solutions.
These algorithms present different attributes to solve complex real-world
optimization problems. Every iterative application of a metaheuristic
optimization algorithm results in a solution. Being a higher-level procedure, the
fundamental nature of metaheuristics is organized by abandoning the invariants
in the details. The principal advantage of the generic nature of evolutionary
algorithms is that they can quickly be adapted to solve the issue at hand with little
adjustment. This has made it a desirable tool in diverse fields such as
communication, control, scheduling, supply chain, and robotics. Metaheuristic

algorithms play an important part in the optimization techniques arena. These
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algorithms offer a robust, flexible design of a search component capable of
finding and executing the complex underlying spatial movements of a swarm of
particles, in addition to featuring manageable computational efficiency in terms

of speed and robustness[87].

3.3.1.2 Swarm intelligent

Sl refers to the collective behavior of decentralized, self-regulating systems.
Typically, SI systems are composed of a population of simple factors that interact
individually with their environment and one another. Additionally, the Sl can be
characterized as a branch of artificial intelligence that is employed to mimic the
collective behavior of natural social swarms, such as ant colonies, animal
herding, fish schooling, bacterial growth, animal herding, and bird flocking[85].
to create swarm intelligent life systems having cooperative behavior using

computers.
There are five fundamental principles of swarm intelligence [88].

¢ Proximity principle: The swarm must be capable of performing the basic
space and time calculations.

*» Quality principle: The swarm must have the ability to respond to
environmental quality factors.

+ Stability principle: The swarm should maintain the same behavior mode
regardless of environmental changes.

+» Diverse response: The swarm should not confine its resources to a narrow
scope.

¢ Adaptability: The swarm should change its behavior mode when it is
appropriate. Because it is difficult to cover all of the optimization methods
utilized in MG applications
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3.4 Optimization Techniques
3.4.1 Slime Mould Algorithm

The SMA is a swarm intelligence algorithm that depends on the food-
capture principle of the physarum polycephalum (a kind of slime mould) and the
oscillatory pattern accrued of slime moulds in nature proposed by (Li et al.
2020)[87]. Slime mould can oscillate and contract while it obtains food
throughout the gauge feeding process. At the same time, a network of varying-
thickness veins is created among different sources of food, the network's
thicknesses corresponding to the source's food quality. SMA is inspired by a
biological oscillator that employs adaptively weights to mimic both negative and
positive feedback processes produced by the slime's wave propagated to find an
optimum food connect path with favorable exploration and exploitation
inclinations. Additionally, finding a food source may involve exploring
unfamiliar locations.

The physarum polycephalum uses a fan-like pattern to food search, link to
a vein network, and create the best possible path.
Furthermore, the venous network can contract in response to the rhythmic
feedback produced by individual slime bacterium to tracer the covered region and
area. SMA is a swarm intelligence method in which every potential solution refers
toa slime-mold individual. A negative and positive feedback system links

individuals to create a venous network for intra-group collaboration and rivalry.

3.4.1.1 Mathematical model of SMA

The mathematical formulation steps are as follows [87]: The SMA includes
three basic elements: approaching, wrapping, and acquiring or oscillating food

e Approach food
Slime mould can toward food based on the odor in the air. The slime

bacteria will identify which direction the food according to its focus, causing
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the biological oscillator to generate larger waves. The contraction behavior

near the food may be expressed in the following way:

Xs(®) +vh - (W-Xo(t) = X,(t)), r<p

g ..3.42
vc - X(t), r=p

X+ - |

Where: X(t) : indicates Slime bacteria's position vector at iteration time t.
Xg(t): indicates the individual's position vector which has the highest focus vb=

represents a parameter with a range between [—a, a], W: indicates the weight of a

slime mould, X, (t)& X, (t): It describes two individuals randomly selected based
on the slime mould, vc: represents the parameter that minimizes a linear from 1
to 0. The random integer r falls between 0 and 1, an and p can be defined by using

the equation as follows:

a = arctanh (— ( ) + 1) e e 2343

MAX_t
p = tanh|S(i) — DF| ... ... ces vs v vev oo . 344

Where: t: denotes the current iteration number, MAX t: denotes the

maximum iteration number, S(i): represents the fitness value of X(t), DF: This
shows the fitness value of the optimum solution obtained in the current iteration.
arctanh(.): denotes the inverse hyperbolic function, and tanh(.): denotes the

tangent function hyperbolic.

W the slime mould's weight, which is defined as follows:

bf —S(i) ,
1+r-log W +1 ,condtion
W ( Smell-Index (1)) = bf — S(D) ...3.45
1—T-10g<m+1> ,other
Smell-Index =sort(S) 3.46

Where: r= denotes the random number in [0, 1], bf: indicates the optimum
fitness obtained during the current iterative process, wf: denotes the worst fitness

function created by the present iterative process, Smell-Index = indicates a sorted
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series of fitness functions (ascending from the lowest value problem),
S(i):indicates an individual's fitness function and ranks them in the first half of
the population. S is divided into two parts based on the grading of fitness function:
the superior (top) and inferior (bottom) of individuals.
e Wrapping food
This component mathematically represents the contraction method of
venous tissue forming slime mold when seeking. Mathematically simulated
positive and negative feedback among food-focused participants and the
explored slime mold's viscosity, as seen in Equation (3.42). Moreover, the
settings mimic the slime mould's technique of discovering food by detecting
air odors. It is recognized to be given extra weight when the focus of the
food is high. In contrast, if there is insufficient focus on food in the region, its
weight reduces, prompting it to explore other areas in search of food,

according to the previous mechanism.

rand - (Ub — Lb) + Lb ,rand < z
X =X @+ b (w- X, (- X,()  r<p...347
ve - X(t) T =P

Where: r and rand are randomly chosen values in the range [0, 1], Z= denotes the
variable that allows values between [0,0.1], Uy: indicates the upper of the seek
range, and Ly: indicates the lower search range.

e Oscillation parameters
Slime mold depends on a biological oscillator's propagation wave to change

cytoplasmic movement in veins, resulting in higher food concentration. and are

used vb andw¢ to imitate the slime mould's vein width fluctuations. W updates
the food rate by identifying the food's quality and mimicking the slime's
oscillation frequency, permitting the slime to select the best food source. Slime

mould can move quickly towards food when they obtain high-quality food but
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may take longer if the food focus is limited to individual locations. vb andve
oscillate randomly in the interval [-a, a]. Where vb is distributed among [—a, a]

and ¢ between [-1,1]. Moreover, vb mimics whether slime molds will be chosen
to seek out or approach new food sources if a novel one is discovered. Slime
moulds separate organic material from other sources in search of superior food,
even when a better food source is found. This process effectively improved the
local optimal problem by giving slime molds more opportunities to acquire
higher-quality food. Each of these components is adaptive and modified by
utilizing iterative methods. Figure (3-11) shows the step optimization of the Slime
Mould Algorithm,
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Figure 3-11 Flowchart Slime Mould Algorithm
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3.4.2 Sine Cosine Algorithm

The Sine-Cosine algorithmis a nature-based metaheuristic optimization
method based on the mathematical ideas of sine and cosine functions proposed
by Mirjalili 2016 [89]. It is intended to tackle complex optimization issues and
confined and unconstrained problems effectively. The SCA is founded on the
concept that sine and cosine functions may be used to simulate the oscillatory
behavior of particles seeking an ideal solution in a search space. The algorithm
mimics the exploration and exploitation process by altering the frequency and
amplitude of the sine and cosine operations, resulting in efficient convergence to
an optimum solution. The SCA uses two search algorithms: a population search
technique and a local search technique. These two techniques are responsible for
local exploitation and global exploration[90]. SCA can help with a wide range of
practical engineering issues. According to a mathematical framework, it is
principally derived using the sine and cosine principles. The SCA generates many
initial randomly candidate solutions and needs them to vary outwards or toward
the optimal solution utilizing a mathematical model according to sine and cosine
functions. The SCA algorithm has three stages: startup, exploration, and

development[91].

3.4.2.1 Advantages and disadvantages of SCA

+ Advantages:
1-The SCA algorithm effectively addresses real issues with confined and

unknown search spaces.

2- SCA can explore various areas of the search space, avoiding the local optimal

and aiming closer to the global optimal.

3- SCA moves different initial random solutions toward the possible potential

region of convergence. Furthermore, SCA uses variables with random and
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adaptive patterns to quickly move problematic solutions into a suitable zone, and

SCA is simple, adaptive, and hassle-free[90].
+ Disadvantages:

The SCA has clear drawbacks, like a slow convergence rate and a tendency to

slip into the local optimal.

3.4.2.2 Mathematical model of SCA
Here's a detailed explanation of the SCA[92]:

1- Population Initialization: A group of candidate solutions, sometimes known
as particles, is produced at random from the problem's search space. Every
solution is expressed as a vector of choice variables.

2- Amplitude and Frequency: The SCA defines the sine and cosine functions
using the value of "rl" and the parameter "r2." The amplitude linearly
reduces over iterations, and "r2" is a random value in the interval [0, 1]. These
parameters control the particle's movement through the search space.

3- Exploration and Exploitation: The algorithm balances exploration and
exploitation by adjusting the sine and cosine operations. Exploration
represents a global search in which particles travel randomly in the search
space to discover new and exciting regions. Exploitation is a type of local
search in which particles adjust their positions according to the best solution
discovered thus far to fine-tune the search.

4- Position Update: The positions of particles are updated utilizing the sine and
cosine operations, and the optimal solution is determined. Equation (3.52)
analyzes the modified positions and identifies the new best solution.

5- Stopping Criteria: The algorithm iterates the preceding steps until a specified
stopping requirement is satisfied. This can include accomplishing a target
level of solution accuracy, completing the maximum number of iterations, or

meeting any other user-defined criterion.
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The possible solutions in SCA are established as a matrix

X1,1) X2 X@ad)
x =|*en *@» *ea e eee 0 348
X(n’l) x(n,Z) x(n,d)

The following entries express the row vector:
X, = [xn,l,xn,z, ...,xn’d] PP 1 1°
Like other optimization techniques, the initialization phase includes creating
this matrix, including size (cap N times d). Furthermore, the position update
formulations are calculated using trigonometric functions and encoding
steps[90]. The following equations for updating positions are proposed in both
phases:
X = X!+ 1y x sin(ry) x |rsPf — X} .........3.50
X = X! 41 x cos(ry) X |rsPf — X5 ... ..3.51
Where: X} represents the current solution's position at the ty, iteration in the
itn dimension rl, r2, and r3: are random numbers r, € [0,27], 153 € [—2,2], and
P} represents the destination point's location in the i dimension. These two
equations are integrated and used as follows:

t+1 _
i =

{Xit +1 X sin () X [rsPf = X{|, 1, <05 3.5

X+ 1 xcos (ry) X |ryPf =X, 1,205

Where: r4 =represents a random number in the range [0,1].

The parameter rl specifies the next position's region (or movement direction),
which may be within or outside the area between the solution and destination.
The parameter r2 determines how far the movement must be towards or away
from the goal. The parameter r3 assigns the weight of a random to the destination,

indicating whether it should be emphasized (r3 > 1) or minimized (r3 < 1) in
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determining the distance. Lastly, the parameter r4 in Equation (3.52) alternates
among the sine and cosine components[92]. The impact of Sine and Cosine on
Equations (3.50 and 3.51) is depicted in Figure (3-12).

X (solution) @

P (destination) ®
Y %

Next position region when r;<I //

% Next position region when r;>1

Figure 3-12 The Effect Function of The Sine Cosine[89]

This diagram depicts how the suggested equations determine the in-search
space between two solutions. The cyclic structure of sine and cosine functions
enables a solution to be moved around another. Utilizing the defined space
between two solutions can be ensured by doing this. The solutions should be able
to search beyond the boundaries between their respective targets to explore the
search space. This can be accomplished by altering the range of sine and cosine

functions.

The random position, whether side or outside, is obtained by specifying a
random value for r2 between [0, 2x] in Equation (3.52). This process ensures that
the search space is explored and exploited. An algorithm must be capable
of equilibrium between exploration and exploitation to obtain possible areas of
the search space and finally converge to the global optimal. To achieve
equilibrium between exploration and exploitation, the following equation is used

to alter the sine and cosine values in Eqs adaptively (3.50) to (3.52)[89].
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n=a-— t% e e eee e 03,53

Where: a: is a constant, t: is the current iteration
T: represents the maximum number of iterations.

The SCA algorithm begins the optimization process by generating a set of
random answers. The algorithm then keeps the best solutions found thus far,
assigns them as the target point, and updates additional solutions about them.
Meanwhile, the sine and cosine function ranges are modified to emphasize search
space exploitation as the iteration counter rises. The SCA algorithm stops the
optimization process if the iteration counter exceeds the maximum number of
iterations. Other termination conditions, such as the maximum number of
function evaluations or the correctness of the determined global optimal, can also
be considered.

The SCA algorithm can theoretically find the global optimal of optimization

problems for the following reasons[93]:

1- SCA improves and generates random solutions to a given problem. Hence,
it has an inherent advantage over individual-based algorithms in high
exploration and local optimum avoidance.

2- Promising areas of the search space are exploited if sine and cosine return
values between [-1,1].

3- Explore different areas of the search space if the sine and cosine
operators recover a value larger than 1 or lower than -1.

4- During optimization, the global optimum'’s best approximation is always
kept in a variable as a destination point and is never lost.

5- The SCA algorithm smoothly transitions from exploration to exploitation

by utilizing an adaptive ranging in the sine and cosine operators.
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6- The suggested algorithm treats optimization issues as black boxes, so it is
easily adaptable to problems in various domains, provided the problem is
properly formulated.

7- Because the solutions always updated their locations around the best
solution acquired thus far, there is a preference for the best areas of the
search spaces through optimization.

Figure (3-13) shows the step optimization of the SCA.
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Figure 3-13 Flowchart Sine Cosine Algorithm
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3.4.3 Sparrow Search Algorithm

SSA is aswarm intelligence algorithm of optimization proposed by (Xue and
Shen 2020)[94] inspired by the communal wisdom, anti-predation, and
foraging behaviors of sparrows. SSA is classified into three stages:
producer(discoverer), Scroungers (follower), and Scouters (investigators or
alerts)[95].

¢ Discoverers: Discoverers typically perform a function with high
environmental fitness; therefore, they are in charge of extensively seeking
food, exchanging information about foraging directions with others, and
directing the population's flow in the foraging orientation. Discoverers are
considered dominant in sparrow populations because they have a superior
location in search space and typically offer information about the position
of food to the population[96].

% Followers (Scroungers): The follower closely monitors the finder and will
promptly follow if they locate food. Scroungers join a group of discoverers
with the highest fitness value to explore foraging information[96].

¢ Investigator (Alerters): Alerters are primarily responsible for scouting,

observing the action surrounding the food and early warning missions, and

recognizing and communicating danger to the rest of the population.

The SSA algorithm features fewer parameters, faster performance, and a

larger search capacity.

3.4.3.1 Mathematical model SSA

To simplify the mathematical approach, the following hypotheses are
derived for sparrow behavior[94].

1- Producers usually have significant energy reserves and offer foraging

regions or directions for all intruders. It is responsible for identifying
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areas with abundant food resources. Individual fitness values determine
the degree of energy reserves.

2- When sparrows detect a predator, they chirp as an alarm signal.
Producers must direct every scrounger to a safe region when the alert
value exceeds the safety threshold.

3- If a sparrow discovers a better food source, it can become a producer,
but the ratio of producers to scroungers doesn't change throughout the
population.

4- The sparrows with the highest energy would operate as producers.
Multiple famished scroungers are more inclined to fly to different
locations for food to gain energy.

5- The scroungers pursue the producer who can give the best food in their
quest for food. Meanwhile, certain scroungers may constantly monitor
producers and compete for food, raising their predation rate.

6- When faced with danger, sparrows at the group's perimeter move
rapidly to a safer region, whereas those in the center walk randomly to
stay close to others.

The basic phases of SSA can be described as follows[97]:

Step 1: Generate and initialize the solution. The population size, producer ratio
(PD), maximum number of replicates, and sparrow ratio are all calculated at this

phase. The initial Sparrow position can be expressed in the following matrix:

X114 X120t Xid
lel xZ,Z e e xZ,d

X=1": : C : ..3.54
xn,l xn,Z e e x?’l,d

Where: n represents the number of sparrows, d: represents the dimensions
of the parameters to be optimized.
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Step 2: In the SSA, producers with better fitness values search or provide
directions to food sources, while scroungers obtain the food source that producers

discovered. The fitness value for each sparrow can be written as the following

vector:
[f([xm X127 xl,d])}
| BT
f([xn,l Xn2 0ottt xn,d])

Fx = indicates the individual's fitness value. Based on Rules (1) and (2), update

the location of the discoverer can expressed in the following manner:

- i .
ern _ [ Kby e (=) ifR.<sST .
XL ifR, > ST

With X = [Xy, Xo - X; - X7 X = [Xi1, Xiz - Xia] e vve 357

Where: Xl-f sindicates the sparrow’s position and that of the ith sparrow in the

jth dimension, t denotes the current iteration number, a: is a random number €
(0,1], iter ,,4, represents the maximum number of iterations, Q: is a random
number that follows a normal distribution, L: represents a 1 x d matrix with all
elements equal to 1, Ry: is the warning threshold € [0,1], ST is the safety
threshold € [0.5,1]. When R, < ST, the sparrow does not find the predator and
the engaged sparrow carries out various searching behaviors. If R, > ST indicates
that a few sparrows have found the predator, the discoverer must direct the colony
to a safe location to forage. The variance in the finder's position's range of values

is shown by Equation (3.58).

y = exp( = ) TG B ¥

a-Tmax

Where: y indicates the range of value fluctuation for the finder's position,

and x indicates the iteration time. As x grows larger, y gradually narrows from
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(0,1) to around (0,0.3). When x is less, the likelihood that y takes on a value near
1 is greater, and as it rises, the distribution of y value becomes more uniform. If
R2< ST, the band of value fluctuation for every dimension of the sparrow
becomes narrower. This search technique makes the SSA exceptionally
competent in local search, but it also causes a tendency to fall back on local

optimum solutions in the last rounds.

Step 3: Because sparrows have a smart anti-predation behavior that helps them
avoid predators, so after the population's position has been updated a few
sparrows are chosen as scouts (exploration) who are in charge of identifying and
alerting others. Typically, they comprise 10-20% of the entire population.
Scroungers may discover the best food sources by following producers, and
certain scroungers are continually monitoring producers for new food sources.

The following is an explanation of the scrounger's position update formula:

t t
Xvorst — Xij ) ifi>n/2

‘e
o
X+ X - X AT L ifisn/2

Where: X! . :shows the worst location of the t-generation sparrow
populations, X5t :represents the optimal position held by the producer, A*
represents @ 1 x d matrix with every element selected at random 1 or -1, A* =
AT(AAT) — 1. When i > n/2 The sparrow could not find food and had to
relocate. When i < n/2 the sparrow traveled to the current optimum location to
obtain more food. According to rule (6), the mathematical model can be

expressed as follows.

X‘tfest + ﬁ ) |XLL:] - X‘tfestl lffl > fg
t+1 _ t
Xt = r— <|Xi’j — XE st |) fh=p ...3.60
v (fi = fw) + € Y
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Where: X{., represents the optimum position of the sparrow population, K:
Is a random number € [—1,1], S=represent a random number that follows the
conventional normal distribution, f;: is the current sparrow individual's fitness

value, f;: is the best fitness value for the present area, f,,: is the worst fitness

value for the present area, ¢ is a lower number that prevents the denominator from

becoming zero, f; > f,: shows that this sparrow isn't optimally situated in the
present foraging region. When in danger, it moves near the optimum location,
when f; = f, indicates that sparrows in the center of the population are aware of
the risks and need to stay near other sparrows to limit their danger of being

caught.

Step 4: Each individual's location is compared to the final repeat. An update is
performed if the new position is superior to the prior one and the position is kept
the best. Some sparrows' survival rates may improve following the final two
steps.

Step 5: If the number of repeats is less than the maximum, proceed to step 2.
Otherwise, the process ends, and the best answer is obtained.

Summary: The discoverer finds the food and spreads the information about its
location to the entire sparrow population. In contrast, the follower follows the
producers in forages to find and get the food. Every sparrow will observe the
conduct of the other individuals inthe group. When the sparrows have a
significant intake in the group, their attackers compete with them for food,
increasing their predation rate. If danger approaches, the monitor will
Immediately sound an alarm. Once the alarm signal hits a certain threshold, they
stop foraging, and the entire population will follow the finder, and the colony will

transfer to a new location.
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Summary

Table 3-1 Comparison between SMA, SCA, and SSA.

Factor SMA SCA SSA
Simulates the behavior | Inspired by sine and | Inspired by the behavior of
Bioloaical of slime mould in cosine functions to sparrows in foraging and
09K¢ searching for food and | simulate exploration | avoiding predators
Inspiration - -
adapting to the and exploitation
environment
Nature-inspired Mathematical Swarm intelligence-based
: metaheuristic function-based metaheuristic optimization
Algorithm Type

optimization

metaheuristic
optimization

Search Mechanism

Balances exploration
and exploitation by
mimicking the
expansion of slime
mould toward food
sources

Uses sine and cosine
functions to control
movement between
potential solutions

Uses two types of sparrows:
explorers (scouts) and
producers/scroungers for
food search

Moves based on

Uses sinusoidal

Birds explore search space

E)éploratlon simulated pheromone | functions to control | through collective flight
trategy ) . 4
intensity search movement behavior
Effectively utilizes Balances exploration | Shifts from exploration to
Exploitation previously visited and exploitation exploitation based on
Strategy paths to improve through sine-cosine | resource distribution and
solution accuracy function control predator presence
Balance Between | Strong balance Moderate Moderate
Exploration and | between exploration
Exploitation and exploitation
Adaptability to | High Low High

Environment

Ability to Avoid

Good ability to avoid
local optima (High)

Good for initial
random search

Reduces the probability of
getting trapped in local

Local Optima (Moderate) optima (High in early
iterations )
Ease of Medium Easy Medium

Implementation

Convergence Rate

Moderate to fast
convergence rate

Moderate to slow
convergence rate in
some cases

Fast convergence rate
compared to other
algorithms

May be slow initially
when broader
exploration is needed

It may require an
improved transition
between exploration
and exploitation

Requires careful parameter
tuning for optimal
performance

Advantages

Performs well in
nonlinear optimization
problems

Relies only on
mathematical
functions, reducing
computational
complexity

Dynamic and adapts to
changing environments
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CHAPTER Four:
Results & Discussion

4.1 Case Studies and Proposed Test System

In this chapter, the performance to achieve the optimal droop controller
based on a Pl controller obtained utilizing metaheuristic optimization algorithms:
SMA, SCA, and SSA, compared to the conventional droop control, in minimizing
the deviations in frequency and voltage of a microgrid is discussed. This study's
relevant data is presented in four case studies: island mode, transition of the
operation mode, load change mode, and equal load. The microgrid was modeled
and simulated in MATLAB/Simulink, and the output of the metaheuristic
optimization algorithms controller is compared with the Pl controller without
optimization, as stated in Chapter 2, using the parameters shown in Table (2-1).

Table (4-1) illustrates the parameters Pl obtained from optimization.

Table 4-1 PI control parameters.

Methods Control Parameters

Kpv Kiv Kot it
Conventional -Pl 10 100 10 100
SSA -Pl 9.754 141.8863 9.754 141.8863
SCA-PI 10.1556 71.4183 10.1556 71.4183
SMA-PI 13.5812 92.6527 92.6527 13.5812

4.1.1 Results of change in microgrid operation mode
4.1.1.1 Analysis of voltage and frequency regulation

A Microgrid System can operate in two primary modes: grid-connected and
islanded. The MGS generally changes its operation mode due to scheduled
maintenance or unexpected faults in the main power grid. However, in both
situations, the MGs must maintain a steady and reliable supply by regulating the

frequency and voltage of the consumers.
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Figures (4-1 and 4-2) show the simulation results obtained from the
proposed controller for regulating frequency and voltage during the microgrids'
operation mode transition. However, as shown in Figure (4-1), all controllers start
at a frequency below 49.8 HZ, which shows a transient response when adjusted

to reach the desired frequency around 50 HZ.

A significant frequency deviation is observed across all control methods at
the initial period (t = Os to 0.5s). This deviation likely represents a disturbance or
the system's attempt to stabilize. It is noted that the SMA-PI method achieves the
fastest stabilization and the least overshoot, effectively suppressing oscillations
and converging to 50HZ compared to the other methods. The Pl-traditional
controller shows an overshoot above 50.05HZ before quickly stabilizing near
50HZ. The SSA-PI method exhibits slower stabilization with more significant
oscillations. In contrast, the SCA-PI method demonstrates better transient
performance than the SSA-PI method, with smaller overshoot and faster
stabilization toward 50HZ.

At the period (0.5s to 2s), all control methods begin stabilizing the frequency
around the nominal value of 50 HZ, with some slight differences. Although
stabilizing near 50, the Pl-traditional controller exhibits noticeable oscillations,
indicating less effective damping. In contrast, the SSA-PI method continues to
show oscillations. The SCA-PI method demonstrates smaller oscillations than the
SSA-PI method, indicating improved stability. The SMA method, however, keeps
the frequency very close to 50HZ with minimal oscillations, reflecting excellent

stability and rapid convergence.

All control methods converge near 50HZ over period (2s to 5s). The SMA-
Pl method demonstrates the best performance, with minimal oscillations

compared to the other methods.

Also, observe the figure's frequency deviation values for each control method.
The SMA-PI shows a frequency deviation of 0.05HZ from the nominal
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frequency, while the SCA-PI method exhibits a deviation of 0.1HZ, and the SSA-
Pl shows a deviation of 0.15HZ; in contrast, the Pl without optimization method
results in a deviation of 0.25 HZ, all these values fall well within the acceptable
deviation range (£0.5 Hz) while dealing with microgrids. Comparing these
values, we notice that the Pl-traditional controller demonstrates the highest
frequency deviation, making it the least efficient in maintaining frequency
stability. On the other hand, the SSA-PI method shows a noticeable improvement
compared to the Pl-traditional controller, resulting in less severe oscillations,
although they remain relatively prominent. However, The SCA-PI method
performs better than the SSA-PI and the Pl-traditional controller, providing faster
stability and significantly reducing oscillations, thereby enhancing control
performance. The SMA-PI method demonstrates the best performance among all
the systems, as it combines exploratory and exploitative performance, delivering

an extremely stable and rapid response with the lowest level of oscillation.
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Figure 4-1 System Frequency Response During Change MG Operation Mode.

Figure (4-2 a) shows that the voltage waveforms for both techniques are
sinusoidal, oscillating between (-400 and +400). However, there are slight
differences in smoothness and amplitude. The voltage waveform of the SMA-PI
appears smoother compared to that of the PI-Conventional Controller, indicating

reduced oscillations caused by switching the microgrid between its modes.

113



Chapter Four Results and Discussion

Additionally, it minimizes ripple disturbances. This results in a purer signal,

improving voltage quality and stability.

In contrast, the PI-Conventional Controller shows sharp transitions in
voltage during the switching of the microgrid modes, albeit slightly. This reflects
its reactive nature without additional filtering, leading to higher oscillations.
While this indicates a faster response, it compromises voltage quality. We also
observe from Figure (4-2 b,c) that the SCA-PI, SSA-PI, and Pl-conventional
controllers maintain voltage stability over time. All methods show identical
waveform shapes, which indicates similar system performance and
Improvements being minor or not visible. We notice no significant changes in the

waveform, suggesting the switching process was carried out smoothly.
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Figure 4-2 System Voltage Response During Change MG Operation Mode.

4.1.1.2 Analysis of active power and reactive power

From Figure (4-3a, b), active power increases rapidly at the initial time (t =
0), indicating an overshoot. The magnitude of the overshoot and its stabilization
vary depending on the control method used. The SMA-PI method exhibits the
lowest overshoot compared to the other methods, while the SSA-PI shows the
highest overshoot. The PI- traditional control method and the SCA-PI
demonstrate moderate levels of overshoot. As for the reactive power at this time,
it also shows an overshoot. However, the SMA-PI method stabilizes faster than
other methods, reaching a steady state faster with minimal oscillations. This
indicates lower fluctuations in reactive power after the initial transient period,
reflecting better stability and performance. On the other hand, the PI-
conventional controller exhibits slower response times and higher oscillations.

At the period (t=0.5s), the active power stabilizes across all control methods,
transitioning to a more stable performance. The SMA-PI method demonstrates
the most stable performance, with minimal oscillations after stabilization,
achieving a steady state more quickly and smoothly than the other methods. The
SSA-PI method shows greater oscillations and slower damping compared to the

different approaches, and although it achieves a faster rise time compared to the
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SMA-PI, it suffers from a higher overshoot. The Pl-traditional controller exhibits
moderate performance but still shows some oscillations. The SCA-PI method, on
the other hand, achieves a balanced performance between overshoot and stability.
At this time, the reactive power exhibits continuous oscillation and does not
stabilize with the PI- conventional controller, although it attempts to move toward
stability. In the SSA-PI method, reactive power shows oscillation, but it is less
severe than with the Pl-conventional controller, appearing closer to stabilization.
The SCA-PI method demonstrates greater stability than the SSA-PI method and
the Pl-conventional controller, though it still experiences some fluctuations. The
reactive power in the SMA-PI method appears at values closer to the stable state
than the other methods.

After period (t=0.5 s) seconds, the power achieves noticeable stability, with
minor oscillations. However, there is no significant change in the power value
across all control methods. This indicates that the system operates without any
significant deviations or fluctuations. After this time, the reactive power does not
exhibit full stability and continues to oscillate slightly around the steady-state
value in the case of the PI-conventional controller. The SSA-PI method shows
moderate stability in reactive power. In the SCA-PI method, the system is almost
stable now, achieving a nearly constant state for reactive power. In the SMA-PI
method, oscillations are negligible at this time, and the reactive power remains at
its steady value.

As for load sharing and power sharing, the PI-conventional controller is the
least efficient method in terms of load sharing and power sharing. It simplistically
distributes the load without considering dynamic improvements, leading to
uneven load distribution and failing to achieve balanced allocation or appropriate
dynamic response. In the SSA-PI method, load distribution occurs more quickly;
however, high oscillations may result in unstable loads on some sources. The

SCA-PI method demonstrates a more balanced distribution of power sharing. The
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SMA-PI method is considered the best for power sharing, as it achieves higher

efficiency, better stability, and minimal oscillations in load distribution.
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Figure 4-3 (a) Analysis Active Power (b) Analysis Reactive Power During Change MG
Operation Mode.
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Table 4-2 Optimization of objective functions in different modes.

Mode Methods Rise time (sec) Overshoot%  settling time (sec)
Conventional -PI 0.4110 0.2352 0.497561
Transition SSA-PI 0.4801 0.3151 0.497929
SCA -PI 0.4059 0.2325 0.497453
SMA-PI 0.3958 0.2247 0.497060
Conventional -PI 0.4972 0.2624 0.497618
SSA-PI 0.4976 0.3536 0.497429
Islanded
SCA -PI 0.4915 0.2602 0.497544
SMA-PI 0.4243 0.2324 0.497025
Conventional -PI 0.4936 0.2025 0.498165
Load change (equal load) SSA-PI 0.4948 0.2938 0.498041
SCA -PI 0.4877 0.2030 0.498231
SMA-PI 0.4864 0.2005 0.497659
Conventional -Pl 0.4977 0.2805 0.497349
Load change (increase load) SSA-PI 0.4931 0.3364 0.497242
SCA -PI 0.4830 0.2693 0.497391
SMA-PI 0.4554 0.2600 0.496812

4.1.2 Results of islanded microgrid operation mode
4.1.2.1 Analysis of voltage and frequency regulation

During islanded operation, a microgrid's frequency and voltage may
fluctuate rapidly due to a power imbalance between supply and demand. The
microgrid's DG units lack the necessary fast response characteristics to stabilize
the frequency adequately. The microgrid's dynamic behavior in the islanded mode

was analyzed.

Figure (4-4) shows the microgrid frequency. During the test period, at the
initial period (t=0s to 0.5s), the system exhibits a significant initial deviation from
the nominal frequency of 50 Hz due to a transient disturbance, causing a
frequency drop. All applied control techniques demonstrate varying capabilities
in damping oscillations and returning to the steady-state frequency. The SSA-PI
method shows large initial oscillations, indicating weaker control during
disturbances. It exhibits the highest overshoot, slowest damping, and clear
instability, reflecting poor performance when handling sudden loads in this

scenario. The SCA-PI method performs relatively well, showing fewer
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oscillations than the SSA-PI method but slightly more than the SMA method. The
Pl-conventional controller performs better than the SSA-PI method but worse
than the SCA-PI and SMA-PI methods, reflecting the moderate efficiency of
traditional tuning techniques. The SMA-PI method provides the smoothest and
fastest stabilization, reducing oscillations quickly and approaching the nominal
frequency of 50 Hz more efficiently. It outperforms the other techniques in
minimizing transient deviations and maintaining steady system performance. It
demonstrates a faster response with minimal overshoot and quicker damping of

oscillations.

At 1.5s, all control techniques achieve stability. However, the SMA-PI
method exhibits superior suppression of high-frequency oscillations and smaller
steady-state error, achieving a stable frequency near the nominal value faster than
other methods due to its shorter settling time. This highlights better tuning of
controller parameters. The SSA-PI and SCA-PI methods take longer to stabilize,
indicating they are less effective in mitigating system dynamics in this scenario.
The PI-conventional controller achieves moderate stabilization time, which
remains acceptable but suggests that traditional tuning methods may not fully

address complex system dynamics.

After 1.5s, the SSA-PI method continues to exhibit higher-frequency
oscillations even after the transient period, indicating suboptimal tuning for
steady-state conditions. It suffers from the largest fluctuations even in the steady
state, reflecting poor performance in frequency regulation. The SCA-PI method
and PI- conventional controller both exhibit noticeable but improvable
oscillations and perform better than the SSA-PI method under steady-state
conditions. The SMA-PI method demonstrates the smoothest response with
minimal oscillations, achieving the best stability with very small fluctuations

around the nominal frequency of 50 Hz.
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Figure 4-4 System Frequency Response During Islanded MG Operation Mode.

The islanded mode of a microgrid requires precise control because any
changes in load or power generation significantly affect voltage stability. From
Figure (4-5), it can be observed that with the PI-conventional controller method,
the voltage appears noticeably oscillatory, with some deviations at the peaks and
troughs. This method may not be sufficient to reduce disturbance or handle rapid
changes in load or energy imbalance in the islanded mode of the microgrid. In
contrast, the SMA-PI method demonstrates a more stable and smoother response,
with a clear oscillation reduction. This smoothness indicates a better capability to
mitigate the impact of dynamic changes, maintaining voltage stability under
system fluctuations. Figure (4-5b) shows that the SCA-PI in the islanded mode
slightly improves compared to the PI- conventional controller, as the voltage
appears smoother in certain areas, indicating better voltage stability. Figure (4-

5¢) shows that the two systems are identical, achieving good voltage stability.
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Figure 4-5 System Voltage Response During Islanded MG Operation Mode.
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4.1.2.2 Analysis of active power and reactive power

Figure (4-6a, b) shows the waveform active and reactive power. At the
period (t= 0s to 0.5s), the system experiences a sharp increase in active power due
to load changes and grid conditions. The Pl-conventional controller exhibits
significant oscillations before stabilizing, while the other techniques greatly
reduce these oscillations. The SMA-PI method demonstrates faster and more
efficient stabilization in reducing oscillations, making it ideal for microgrid
applications in islanded mode. At this time, the reactive power increases for all
methods. It is observed that the SSA-PI method shows high initial oscillations
and appears less stable compared to other methods, with a significant overshoot
before starting to decrease. In contrast, the SMA-PI method stabilizes faster, with
reduced oscillations and steady behavior near zero. The PIl-conventional
controller shows slightly higher oscillations than the SMA-PI method but remains
more stable than the SSA-PI approach. The SCA-PI method demonstrates
performance similar to the PI- conventional controller but with slight overall
stability and efficiency improvements. The sources may experience a sudden
surge, leading to high oscillations. The Pl-conventional controller exhibits slower
adaptation, resulting in power mismatches and inefficient load sharing. In
contrast, the optimized SMA-PI strategy ensures smoother load transitions,
reduces stress on the sources, and prevents overloading, enabling more reliable

system performance.

At the period (t= 0.5s to 1s) second, most control techniques converge
toward the required steady-state power value. The SSA-PI method shows
noticeable instability with significant oscillations compared to other techniques.
Reactive power at this time, with the Pl-conventional controller, reactive power
reaches a relatively stable state, though some oscillations persist around the
steady-state value. In the SSA-PI method, oscillations in reactive power continue,
albeit with a slow reduction in amplitude, keeping the technique far from
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achieving stability compared to other methods. The SCA-PI method reduces
oscillations to a minimal level, bringing reactive power closer to steady-state

conditions.

Meanwhile, the SMA-PI method achieves complete stabilization of reactive
power, reaching the steady-state condition much faster than all other strategies.
After 1s, active and reactive power achieve relative stability across all strategies.
The system stabilizes, but the oscillation level varies depending on the control
strategies. The SSA-PI and SCA-PI still show some instability, which may result
in uneven load sharing or increased stress on certain sources. This highlights the
need for more robust control strategies to ensure a balanced and reliable operation

during this period.

Overall, the Pl-conventional controller proves less effective than the
optimized strategies, showing long-term oscillations. Both the SCA-PI and SSA-
Pl methods deliver acceptable performance but experience larger oscillations than
the SMA-PI method.

In the islanded mode of a microgrid, distributed generators must operate
together to meet the load demand. Control strategies directly affect how these
sources share the load, as poor control can lead to uneven load distribution,
causing some units to become overloaded. Effective strategies ensure
proportional load sharing, where each source contributes based on capacity,
improving system efficiency and reliability. From the observed dynamics of
active power sharing, it is clear that deviations from nominal values are managed
differently depending on the control strategy applied. The SMA-PI method
achieves efficient load distribution and faster stabilization, reducing the strain on

individual sources.

Regarding source interaction, control strategies influence how sources

respond to varying load conditions. The Pl-conventional controller often
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struggles to adapt quickly to sudden changes, resulting in prolonged overshoots.
In contrast, the SMA-PI method handles load variations more effectively by
dynamically adjusting control parameters, ensuring all sources remain

synchronized and balanced under different loading scenarios.
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Figure 4-6 (a) Analysis Active Power (b) Analysis Reactive Power During Islanded MG
Operation Mode.

4.2.3 Results of load change (equal load)
4.2.3.1 Analysis of voltage and frequency regulation

This system used four loads with different values, as shown in the table.
When these loads were equalized to the value of the first load, the results were
depicted in Figure (4-7). Figure (4-7) shows that the initial frequency
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significantly drops below the nominal value of 50 Hz due to load disturbances
and changes in their values, disrupting the microgrid. Subsequently, the system
recovers and stabilizes over time.

Upon analyzing the control strategies, observed that the Pl-conventional
controller showed a slight drop in frequency between (t=0s-0.2s) before gradually
improving. The SSA-PI method shows a sharp drop with strong oscillations.
SCA-PI shows a mild frequency drop, less severe than the SSA-PI method. The
SMA-PI method demonstrates the best response among all strategies, with faster
recovery and better stabilization. During the transitional period (t= 0.1s - 0.5s),
the system's behavior with Using the Pl-conventional controller, the system
experiences moderate oscillations but gradually approaches the nominal value of
50 Hz. With the SSA-PI method, the system shows significant oscillations during
the transition (t=0.1s - 0.5s), with a noticeable delay in damping disturbances.
The SCA-PI method results in relatively fewer oscillations than the SSA-PI
method during the transition (t= 0.1s- 0.5s). However, the system still shows
some fluctuations before nearing stability. The SMA-PI method demonstrates
superior performance, with the least oscillations compared to other methods and
a very fast return to the nominal value, achieving stability during the transitional
period (t= 0.1- 0.3s).

After each transitional period, the system begins to stabilize, with the degree
of stability and the level of oscillations varying depending on the control strategy

used.
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In this scenario and from Figure (4-8a, b,c), each power source operates
steadily when all loads are equal, reducing voltage variations and ensuring
balanced energy distribution. The figure shows that the sinusoidal waveform is
regular, without distortions or abnormal peaks, indicating high power quality in
the grid. This is a positive indicator of system performance, demonstrating that
the voltage in the grid remains stable and balanced at all time points. This stability
signifies that the microgrid is functioning effectively with load balance and
sufficient energy supply for each system part. When comparing all the methods,
it is evident that the voltage waveform is identical, which indicates that the
improved system using the SMA-PI, SCA-PI, and SSA-PI techniques does not
fundamentally alter the resulting waveform. However, it may enhance dynamic
characteristics such as stability or response. In conclusion, the load balancing
scenario demonstrated by the simulation represents an ideal state for voltage,

showecasing optimal grid performance.
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Figure 4-8 System Voltage Response During Equal Loads.
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4.2.3.2 Analysis of active power and reactive power

From Figure (4-9), observe the dynamic performance of different methods
and their impact on active power during the time interval (t= Os - 0.2s). The PI-
conventional controller shows a slow response with a gradual increase in active
power. It exhibits slightly low oscillations but takes longer to reach the peak
active power value. The SSA-PI rapidly increases active power, resulting in a
high overshoot exceeding 3.5 x 10*. This method exhibits the highest oscillations,
making the system less stable in the initial phase. The SCA-PI responds faster
than the conventional controller and exhibits lower oscillations than the SSA-PI.
However, its oscillations remain higher compared to the SMA-PI method. The
SMA-PI method demonstrates excellent performance, balancing response speed
and reduced oscillations. It outperforms the other methods by achieving a
moderate rise without a significant overshoot of the peak power value. Similarly,
during this period, the reactive power experiences significant fluctuations
initially, and the nature of these fluctuations varies depending on the control
strategy employed. In the Pl-conventional controller method, the reactive power
suffers from a sharp increase followed by high oscillations, causing the system to
take longer to respond and remain far from stability. The reactive power exhibits
severe oscillations in the SSA-PI method, forming a high-amplitude wave. In
contrast, the SCA-PI method shows a gradual reduction in oscillations faster than
the SSA-PI method, with the reactive power approaching stability, though it still
experiences moderate oscillations. As for the SMA-PI method, the system
demonstrates the best initial response, with the oscillations in reactive power
decreasing rapidly and nearing stability. This results in the system achieving

better stability compared to the other methods.

At the period (t= 0.2s - 0.6s), the active power shows slight oscillations
with a slow trend toward stabilization. The performance of different methods
during this period is as follows: Using the Pl-conventional controller, the active
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power shows persistent oscillations and a gradual inclination toward stability,
highlighting the controller's limited effectiveness in quickly damping oscillations.
In the SSA-PI method, active power oscillations persist significantly during this
period, indicating considerable difficulty moving toward stability. With the SCA-
Pl, the active power shows moderate oscillations that gradually decrease. This
suggests the system is heading toward stability with better performance than the
SSA-PI method. In the SMA-PI method, the active power demonstrates stable

behavior.

After 0.6s, minimal oscillations were observed compared to the other
methods. In the case of the Pl-conventional controller, it is also observed that the
reactive power continues to suffer from persistent oscillations, leading to a slow
system response in reaching a stable state. In the SSA-PI method, oscillations
persist with noticeable delays in reducing the amplitude of reactive power.
Regarding the SCA-PI method, the reactive power significantly reduces
oscillations, resulting in greater system stability. However, it still lags slightly
compared to the performance of the SMA-PI method, which achieves near-
complete stability in reactive power during this period. At the time interval
(t=0.8s - 1.2s), the active power starts to approach the steady-state value in the
Pl-conventional controller. However, it takes longer than other methods, as slight
oscillations are still observed. In the SSA-PI method, the oscillation of active
power gradually decreases but remains noticeable, indicating that the system does
not stabilize effectively compared to other methods. In the SCA-PI method, the
system shows significant improvement in stability, with more consistent
performance and low oscillations in active power. In the SMA-PI method, the
system demonstrates almost ideal performance during this period, as the active
power stabilizes and reaches the steady-state value faster than other methods
without noticeable oscillations. During this period, it is observed that in the PI-

conventional controller method, the oscillations in reactive power gradually
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decrease but at a slow rate, leaving the system far from achieving complete
stability. In the SSA-PI method, the oscillations in reactive power persist but
gradually diminish, showing a slight improvement in the system's performance.
However, it does not match the performance of the SMA-PI method. In the SCA-
Pl method, the oscillations become less severe and approach stability, resulting
in good system performance; however, it remains less efficient than the SMA-PI
method. In the SMA-PI method, the reactive power reaches a nearly stable state,

with oscillations barely noticeable compared to the other methods.

After a period (t=1.2s), in the PI- conventional controller method, the active
power reaches the steady-state stage but takes a relatively longer time to achieve.
This highlights the limitations of traditional control in achieving rapid
stabilization compared to other methods. In the SSA-PI method, the system
stabilizes gradually; however, the active power still shows slight fluctuations. In
contrast, when comparing the system's performance in this method with the SCA-
Pl and SMA-PI methods, it is evident that this method performs poorly. The
system is nearly stable in the SCA-PI method, with a good dynamic response and
active power. This method's performance can be considered excellent compared
to the PI- conventional controller and SSA-PI methods. Still, it is slightly inferior
to the SMA-PI method, as the latter stabilizes earlier within this period. At this
time, the conventional controller method utilizing P1 shows that reactive power
starts to stabilize. Yet, it continues to exhibit minor fluctuations, suggesting that
the system is not as efficient when compared to alternative methods. In the SSA-
Pl method, the reactive power approaches a stable state but still lags, showing
less severe oscillations than in previous periods. In the SCA-PI method, the
system achieves a nearly stable state. In the SMA-PI method, the reactive power

maintains a near-complete state of stability.

Regarding power sharing and load sharing in this scenario, when the

distributed loads are equal in value, the burden is shared fairly among the sources.
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This reduces stress on any individual source, leading to more efficient resource
utilization and minimizing electrical losses caused by unbalanced operations.
This also makes it easier for controllers to balance the sources, reducing
oscillations and accelerating active and reactive power stabilization. However, if
the loads are distributed unevenly, some sources may become overloaded,
increasing the probability of failures in the microgrid. This imbalance could also
lead to oscillations in the microgrid's voltage and frequency due to the difficulty

of matching supply with demand.
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Figure 4-9 (a) Analysis Active Power (b) Analysis Reactive Power During equal loads
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4.2.4 Results of load change (increase load)
4.2.4.1 Analysis of voltage and frequency regulation

In this scenario ,two additional loads are introduced to the studied
microgrid to test the performance of the developed control techniques during
sudden load changes. The first load, with a value of 30KW, is added at a
simulation time of 1s, and the second load, with a value of 40KW, is introduced
at a simulation time of 2s. This results in a sudden increase in the system's total

load.

Figure (4-10) shows that, during the time interval (t=0s - 0.1s), there is an
initial disturbance in the frequency. In the PI-conventional controller method, the
frequency shows fluctuations and a noticeable drop at the start of the disturbance,
followed by a sudden rise due to the load increase. In the SSA-PI method, the
frequency decreases more significantly than in the Pl-conventional controller
method, followed by a sharp and rapid growth, resulting in larger oscillations than
the other methods. In the SCA-PI method, the frequency drops less than in the
SSA-PI method but more than in the PI-conventional controller method, showing
an initial attempt at stabilization with relatively lower oscillations. The SMA-PI
method has a noticeable initial drop in frequency, but it recovers quickly with the

least oscillations compared to the other methods.

At the period (t= 0.1s - 0.5s), in the Pl-conventional controller method, the
frequency oscillates around the nominal frequency of 50 Hz. This method shows
medium-range oscillations in frequency and takes longer to achieve stability, with
gradual improvement over time. In the SSA-PI method, the frequency shows
large oscillations preventing stabilization during this period. Although the
response is rapid, the overshoot is excessive and poorly controlled, leaving the
frequency unstable for a longer duration compared to other methods. The

overshoot gradually decreases in the SCA-PI method, and the frequency
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oscillations are less severe than in the SSA-PI method, reflecting better control,
though not optimal. The system continues its gradual attempt to reach stability.
The SMA-PI method demonstrates the best response during this period. The
frequency shows reduced oscillations and achieves stability faster than the other

methods.

At the period (t=1s), the introduction of the first load causes a noticeable
drop in frequency due to the increased power demand in the system. As a result,
the system oscillates due to the dynamic impact of the load, which was suddenly
introduced to the network. The control methods used for the studied microgrid
system differ in their responses to the resulting oscillations. Some methods, such
as the SMA- PI algorithm, demonstrate faster performance in damping the

oscillations and restoring stability.

At the period (t= 1s-29), at this point, after the oscillation caused by the first
load, the frequency gradually returns to its nominal value of 50HZ with variations
in response speed and stability depending on the control strategy. At 2s,
introducing the second load leads to another frequency oscillation. It is observed
that some control techniques used in the studied microgrid system, such as the
SSA-PI algorithm, cause more significant frequency oscillations compared to
others. In contrast, the SMA-PI algorithm appears more stable and faster in
restoring the frequency to its nominal value of 50HZ. The frequency settles
slowly in the Pl-conventional controller method, but oscillation remains
noticeable until the end of the period. In the SSA-PI method, the oscillation
continues, but it is less compared to the beginning, taking longer to reach a stable
state. The frequency reaches relatively good stability with minor fluctuations in
the SCA-PI method. In the SMA-PI method, the frequency is almost constant at
50HZ by the end of this period.

After the time of 2.5 s, almost all control methods begin to achieve

frequency stabilization. However, the SMA-PI algorithm remains the best in
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terms of faster convergence to the nominal frequency and minimizing

oscillations.
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Figure 4-10 System Frequency Response During Increased Loads.

In this scenario and from Figure (4-11a,b,c), voltage waveforms can also
be observed, and there is no significant difference between all methods, as the
signals for systems are very similar, following the same waveform with minimal
variation. When the first load is added at 1s, a slight disturbance in voltage may
occur due to the sudden load increase. However, the voltage is not significantly
affected, indicating that methods successfully maintain grid stability. When the
second load is introduced at 2s, an additional voltage change is expected due to
the sudden increase in loads. However, the voltage remains unaffected by this
increase, demonstrating that the control system effectively balances the

disturbance caused by load increments.
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Figure 4-11 System Voltage Response During Increase Loads.

4.2.4.2 Analysis of active power and reactive power

At the start of the system operation and before introducing the loads, the
active power begins from zero and gradually increases with relative system
stability, unaffected by new loads. When a load is introduced at time 1, it causes
a rapid and noticeable increase in active power to meet the new energy demand.
Oscillations appear at this stage due to the system's reaction to the newly
introduced load. The system's performance varies depending on the control

technique used in the studied microgrid system.

When analyzing control methods over specific time intervals, starting (t= 0s
-0.2s), the PI-conventional controller method shows an initial response in active
power but with a high overshoot, which is undesirable as it may lead to system
instability. The system's response contains minor oscillations but is not ideal. In
contrast, the SSA-PI method shows significant initial oscillations in active power,
with a noticeable increase in overshoot compared to the PI- conventional

controller. The system takes longer to stabilize the oscillations during this phase.
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The SCA-PI method demonstrates performance similar to that of the SSA-PI
method, with a high overshoot but relatively less oscillation and disturbance.
However, its control speed is slightly slower than the SSA-PI method's.

On the other hand, the SMA-PI method significantly reduces the initial surge
in active power and shows more stable behavior, even during the startup phase.
It demonstrates strong control capabilities without imposing excessive load on
the system. When analyzing the reactive power between 0s and 0.2s before the
loads are introduced, the system in all techniques exhibits a fast initial response
accompanied by high fluctuations as the control techniques attempt to manage
them. The PI- Conventional Controller shows significant fluctuations. The SSA-
Pl demonstrates a faster response than other methods but suffers from a high peak
in reactive power. The SCA-PI shows system behavior similar to the SSA-PI,
with both techniques achieving a relatively fast and stable response compared to
the PI-Conventional Controller. The SMA-PI shows relatively lower fluctuations
but is less stable during this period.

In the time interval (t= 0.2s - 1s), the PI- conventional controller system
gradually reduces oscillations. However, achieving stability is relatively slow,
with the active power value fluctuating around the reference value for longer.
With the SSA-PI method, oscillations in active power remain present during this
period but begin to decrease. However, the system's response is relatively
unstable compared to other methods. Improvement occurs slowly for the SCA-PI
method but shows fewer oscillations than the SSA-PI method.

In contrast, the SMA-PI method demonstrates the least amount of oscillation
in active power and reaches a nearly stable value, indicating greater efficiency in
managing the system. At time 1, when the load is introduced, all control
techniques exhibit a sudden increase in active power, with each method showing
a different response. The SMA-PI algorithm, in particular, is distinguished by its
faster response compared to the other methods. Between 0.2s and 1s, the system

shows an improvement in reactive power fluctuations compared to the PI-
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Conventional Controller, approaching stability. The SMA-PI achieves the best
balance among the methods during this period, with more stable reactive power
and reduced oscillations. When the first load is introduced, all control techniques
show an immediate response to this change, resulting in noticeable instability and
clear oscillations in the reactive power with the PI-Conventional Controller.
However, the SMA-PI and the SCA-PI show a more stable response, with better
damping of reactive power oscillations. Among them, the SMA-PI demonstrates
superior stability and faster responsiveness.

From the period (t=1s — 2s), after the initial impact of the load at point 1s,
the system begins to restore the stability of active power. It is observed that the
system experiences oscillations for a relatively longer period before reaching a
state of relative stability. Using the SSA-PI method, the active power continues
to oscillate with larger values compared to other techniques. In contrast, with the
SCA-PI method, the system’s performance improves compared to the SSA-PI;
however, the damping speed is slower than that of the SMA-PI method. The
SMA-PI method demonstrates rapid restoration of active power with minimal
oscillations, making it the most efficient among the methods.

At the priode (t= 2s) , the second load is introduced, increasing active power
and causing oscillations similar to those observed when the first load was
introduced. The control technigues respond differently: With the PI1-Conventional
Controller, the active power exhibits slow oscillations with delayed damping. The
SSA-PI method shows clear instability with large oscillations. The SCA-PI
method results in relatively fewer oscillations than the SSA-PI but remains slower
than the SMA-PI method. The SMA-PI method demonstrates a quick response
and effective damping of oscillations. At time 2s, with the introduction of the
second load, a change occurs in the reactive power, leading to an immediate
response accompanied by fluctuations. The PI-Conventional Controller struggles
to manage the system, showing difficulty in control and prolonged oscillations

before beginning to stabilize. The SSA-PI shows some residual oscillations in
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reactive power but eventually stabilizes. The SMA-PI and the SCA-PI
demonstrate better stability with minimal oscillations during this period, making
them the most effective in maintaining system stability.

After 2.5s, all control techniques stabilize the active and reactive power,
with variations in the speed and degree of stability among the methods. The SMA-
Pl demonstrates higher efficiency and faster stability achievement. The SCA-PI
performs moderately, while the SSA-PI and the PI-Conventional Controller take
longer to stabilize and exhibit more significant oscillations.

In this scenario, regarding load sharing and power distribution, the grid
shares power according to the specified power ratio (30kw, 40kw) of the total
load at the time of load addition. As a result, the power supplied by the network
to other loads in the studied network system is reduced. It is worth noting that the
power consumed by the load always equals the sum of the power supplied by the
main grid and the power provided by the microgrid. Analyzing the impact of these
control techniques on load sharing and power distribution reveals that the SMA-
Pl demonstrates a balanced dynamic response, leading to effective load and

power distribution compared to other methods.
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loads

Table 4.3 Optimization of objective functions in different modes for error percentage

Mode Methods ITAE ITSE IAE ISE
Conventional -PI 0.1312 0.3012 0.06597 2.481

Transition SSA-PI 0.1374 0.3389 0.07227 2.515
SCA -PI 0.1286 0.2675 0.06305 2.478

SMA-PI 0.1259 0.2627 0.06257 2.457

Conventional -PI 0.1228 0.2647 0.06282 2.045

Islanded SSA-PI 0.1281 0.288 0.06862 2.07
SCA -PI 0.1253 0.2517 0.06067 2.03

SMA-PI 0.1208 0.2571 0.06086 2.027

Conventional -PI 0.1259 0.2775 0.063 2.01

Load change (equal SSA-PI 0.1305 0.3081 0.06773 2.033
load) SCA -PI 0.1273 0.2787 0.06207 2.008
SMA-PI 0.1286 0.2782 0.06221 2.033

Conventional -PI 0.1276 0.2925 0.06391 2.052

Load change (increase ~ SSA-PI 0.1271 0.2873 0.06879 2.079
load) SCA -PI 0.1234 0.2731 0.06166 2.052
SMA-PI 0.1208 0.2334 0.0598 2.031

This table shows the error values obtained from the techniques used under the
studied conditions. SMA has a slightly lower integral time absolute error (ITAE)
and consistently outperforms other methods in all cases. However, the SCA
Method is better by 0.1273% in scenarios of equal load loads. The IAE, ISE, and
ITAE show varying performance levels across the different methods.
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Summary

Table 4-4 Evaluation of Control Methods for Frequency and Voltage Stability in

Microgrids
Factor Conventional PI SSA-PI SCA-PI SMA-PI (Best)
Frequency Moderate - Weak - high Good - less Excellent - least
Stability noticeable oscillations oscillation than oscillations and
oscillations SSA fastest
stabilization
Frequency High High Moderate Very low
Overshoot
Settling Time | Long Long Moderate Fastest
stabilization
Voltage Moderate - Weak - clear | Good - reduced Excellent - more
Stability some fluctuations oscillations stable voltage
oscillations
Active Power | Unbalanced - Unstable - Relatively stable | Excellent -
Regulation weak high - some smooth response
distribution overshoot fluctuations and fast
stabilization
Reactive Continuous High Less oscillations | Least oscillations
Power oscillations fluctuations - best stability
Regulation
Adaptability to | Slow and weak | Weak Good response Fastest response
Load Changes | response response with and least
oscillations oscillations
Load Sharing | Weak - Unstable - Good - some Excellent -
Efficiency unbalanced uneven improvements balanced power
distribution loading distribution
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CHAPTER Five:
Conclusion & Recommendations

5.1. Conclusion

Droop control is an effective method that can be used to control the power
and voltage of parallel electric power circuits. This study developed a droop control
system structure based on Proportional Control (PI), a metaheuristic optimization
technique based on proportional integral controller optimization techniques
designed to improve a conventional droop control system for a microgrid. The
algorithms can effectively generate droop performance and provide droop
characteristic robustness analysis. The limitations of the conventional droop
control have been explained. Three different technologies, Slime Mould Algorithm
(SMA), Sine Cosine Algorithm (SCA), and Sparrow Search Algorithm (SSA), are
used to tune the PI droop control gain. The droop control system of each power
inverter in the microgrid was connected by using this algorithm. A microgrid
simulation test system is included to validate the relative merits of the selected
controllers. In this thesis, five chapters were presented. The first chapter provided
an overview of microgrids, including their types, operating modes, control
methods, and ways to enhance their performance and stability. It also discussed the
importance and objectives of this study and reviewed relevant literature review.
The second chapter explained the model and its design process, while the third
chapter detailed droop control and the methods used in the study. In the fourth
chapter, the results obtained from simulating different operating conditions were
presented, including mode-switching simulations. Finally, the fifth chapter
included the conclusion, recommendations, and references.

The studied droop controller performs frequency regulation following bus
voltage regulation in the topology of the droop control strategy. Relevant data

are presented in four case studies: island mode, transition of the operation mode,
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load change (increase load), and load change (equal load). When the grid-
connected mode is switched to the inverter control, the control performance is
important for both mode switching and avoiding voltage and frequency overshoot.
Droop parameter setting can adjust the percentage of load sharing between DGs
and minimize steady-state errors. In this case, we observe from the results that the
SMA-PI method outperforms the other methods in terms of the objective functions
studied. For example, the overshoot reached 0.2247%, compared to 0.2325% for
the SCA-PI method, 0.3151% for the SSA-PI method, and 0.2352% for the PI-
conventional Controller method. Similarly, the system's settling time is improved
drastically with the variable droop gain technique while keeping the frequency
deviation nearly the same, and the rise time was 0.3958%, indicating that it is the
best method in terms of stability and speed of response to changes. The error value
was (0.1259,0.2627,0.06257,2.457) %, reflecting its superiority over the SCA-PI,
the PI-Conventional Controller, and the SSA-PI methods. We observe this
superiority of the SMA-PI method in all cases regarding the overshoot ratio.
However, in the case where the load is equal, the positional function for the integral
time absolute error (ITAE) and integral absolute error (IAE) using the SCA-PI
method is better than the other methods, reaching 0.12735% and 0.06207%,
respectively. As for load sharing and power sharing, In the islanded mode of a
microgrid, distributed generators must operate together to meet the load demand.
Control strategies directly affect how these sources share the load, as poor control
can lead to uneven load distribution, causing some units to become overloaded.
Effective strategies ensure proportional load sharing, where each source
contributes based on capacity, improving system efficiency and reliability. When
the distributed loads are equal in value, the burden is shared fairly among the
sources in a scenario with equal load. This reduces stress on any individual source.
In the scenario of increased load, regarding load sharing and power distribution,
the grid shares power dependent on the specified power ratio (30kw, 40kw) of the
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total load at the time of load addition. As a result, the power delivered by the

network to other loads in the studied network system is reduced.

The limitations of this study include the following: The metaheuristic

approach used to optimize the droop control parameters requires more

computational effort and is time-consuming. It can also require more data and

training and may be less reliable if implemented without proper modification.

5.2. Recommendations

This study suggests control of microgrid systems and parameters

optimizing with metaheuristic optimization algorithms. However, future research

directions would be as follows:

1-

The interface circuit should be developed with higher reliability. It will
enhance efficiency and maintain better continuity of service for microgrid
systems.

In future works, the developed Droop Control Algorithm parameters
should be optimized using different optimization techniques based on PID
control parameters instead of Pl control parameters.

Comparison can be performed for the Droop Control Algorithm against
metaheuristic algorithms with varying points of starting or delta values to
determine the influence of these terms on system performance.

Different applications can be handled using the designed Microgrid
Simulator System, and the setup for the developed project can be
implemented commercially and should be used for commercial research
projects.

Additionally, the real microgrid system can be enhanced by adding energy
storage units and renewable energies, and the proposed algorithm can be

validated under real conditions.
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6- In future work, different methods will be used to check the accuracy of the
methods, and more focus will be given to the optimization of the coefficient

droop control.
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Appendix

Fig.1 illustrates the Model Microgrid in Matlab
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