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Abstract

Abstract

This work presents techniques of a steganography system based on

the Least Significant Bit (LSB) substitution, the secret message is an image
(grayscale or color). In this work, Alpha channel is added to the cover
image (RGB.jpg, where RGB stands for Red, Green, and Blue) to increase
the bit-depth of the cover image which become RGBA.png image. Bit-
Plane Slicing (BPS) technique applied to the secret image for compressing
and decreasing the size of secret datato embed.

To increase the security, two encryption models were applied
namely, Simple Private Key (SPK) method, and Advanced Encryption
Standard (AES) method, where SPK represent a simple XOR encryption,
while AES represent the current encryption standard used today.

Results and comparative studies revealed the effectiveness of the
proposed technique in generating the stego images. The size of the secret
message can be the same size of the cover image while the distortion of the
stego image is very low and the stego image is closed related to the cover
image. Results also show that in the embedding capacity of 100%, the
normalized cross-correlation is very close to one and the PSNR is up to
38.199 dB for the grayscale secret image and 38.155 dB for color secret
image in SPK model, while PSNR is up to 38.408 dB for grayscale image
and 38.226 dB for color image in AES mode!.

In addition, a comparison with many steganography approaches
based on Wavelet domain and spatial domain is done; the proposed
steganography provides embedding capacity and quality of the stego image
with PSNR value higher than the comparable methods. This work is
programmed and simulated using the MATLAB language.
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Chapter One Introduction

Chapter One

| ntroduction

1.1 General Overview

In the digital world, data is the heart of compuwemmunication and
global economy. To transfer data securely, the ephof data hiding has
enticed researchers to develop creative methopsotect data from falling
into wrong hands. Digital data can be transferregk @omputer networks
from one point to another without any errors andriierences. The spread
of digital media raised concern over the years alibea possibility of
attacking and manipulating the data by unauthorperdons. As a result of
internet spread around the world, the motivation hofling secret
information on different digital multimedia carrgeer and secure
communication is raised. Techniques for data hidarg@ increasing
continuously with more advanced methods. The sgcwi data has
become a big concern due to the increasing of datamunication over
computer networks. Therefore, to protect inforntatioom unauthorized

access and manipulation, data confidentiality amelirity are required [1].

To establish a communication through a public clgnn
cryptography has been introduced as a mechanissetong up a secured
logical channel through an insecure physical chianridowever,
cryptography has some drawbacks, notably that uke g@xistence of an
encrypted data may be motive suspicions in itsélfan unauthorized
person intercepted an encrypted message in a ssmm@hunication, he
might suspect that the message should be valusiblee there is someone

cost an effort to encrypt this message in the filate [2].
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There is another disadvantage of cryptography, hvhige the
constraints that have been forced by some counttiesse constrains
consider to be a major drawback when cryptogragehrtiques is to be
used by remote users. A number of governments baentwarked rules to
enforce limitations on the strength and complexdfy cryptographic
techniques or completely prohibit it. This is mgstle to law enforcement
anxiety of not being able to obtain intelligenceitmgrcepting the data [3].

There are alternative techniques that can impropenuthese
constraints should be inspected. Steganographgeasob these techniques

that tries to protect confidential data from unawitred persons [4].

Steganography is the science of hiding data inrgrerceptible way
in a cover media file. The word "Steganography" esrfrom Greek origin,
which means "covered or hidden writing". The pringoal of
steganography is to conceal the presence of thetseformation in the
cover media file. Traditional techniques of stegaaphy involve the use
of microdots, invisible inks, etc. Nowadays, stemgmaphy methods

attempt to make use of the digital media like ing@eidio, video, etc. [5].

Steganography and cryptography are two memberlansécurity
systems family. Cryptography scrambles informatignapplying specific
cryptographic techniques for transforming the sedndormation into
ambiguous form. On the other side, Steganograpmceads the secret
information so it cannot be discovered. A ciphett teessage may cause
suspicions on the recipient part, while the "ifbls' message which
generated by steganographic techniques will nofy party involving in
the secret communication session can always usgptographic system to
encrypt the message before embedding it into thercamedia to achieve

more security. However, once the existence of mdiga is suspected or
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detected, the concept of steganography is brealamg, even though the
secret content of the message is not extractedaypted.

According to N. F. Johnson [6]: "Steganography'shei in security
iIs to supplement cryptography, not replace it. lhidden message is
encrypted, it must also be decrypted if discovevduch provides another
layer of protection ". However, the major challemgef an effective

steganography system are [5]:

1. Security of the hidden information: For the purpose of avoid
stirring the suspicions of eavesdroppers, while naing the
suspicious inspection of algorithmic detection, thHedden
information should be invisible both statisticadigd perceptually.

2. Capacity of the carrier: Steganography aims at hiding
communication and thus commonly requires adequatkedding
capacity. On the contrary of watermarking, whichuiees a limited
embedding capacity to embed only a small amounbfofmation.
Requirements for higher capacity and secure conuation are
often contradictions. A trade-off has to be soutdgpending on the

specific application algorithms.

Watermarking is another technique of data hidingligital media,
and it is defined as "the process of embeddingliankiinformation into a
digital cover signal with the aim of providing aatitication

information”[5].

Steganography and watermarking differ from eaclernth many
aspects including specification, purpose, detecti@and extraction
techniques. The major difference between watermgrkiand
steganography is that the objective of the watetmgrfocus on protecting
the carrier signal, while the embedded informatmmovides copyright

protection. On the other side, the objective ofat®graphy is to protect

3
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the embedded information, and the carrier media ast an innocuous
incognito chosen arbitrarily by the sender duetsotéchnical suitability.
Additionally, the presence of the watermark is ryostisible to the
recipient, and any endeavor to remove or maniputaee embedded
information makes the carrier useless. The fundémh&ey requirement of
steganography is algorithmic and perceptual untedtdity. On the
contrary, than it is in the watermark, robustnessnot crucial in

steganography [5].

The key difference between Steganography and Wat&mg in
terms of the three requirements of capacity, uradigbdity, and robustness

shown in Figure (1.1).

Capacity
Naive steganography
Secure Steganographic Digital Watermarking
techniques
Undetectability Robustness

Figure (1.1): The trade-off among embedding capacity, undebdita

and robustness in data hiding systems [5].

Based on the embedding domain, digital steganogrégthniques are
classified into spatial domain and transform domam spatial domain
method, the secret message is embedded direabiythetcover image by
changing its pixel values (e.g. LSB method). Geneaatages of spatial

domain technique are [7]:

1) The degradation of the cover image is low.
2) The embedding capacity is high.

3) Low implementation Complexity.
4



Chapter One Introduction

In the transform domain, this technique tries tocogle secret
information bits into the image coefficients. Angdais techniques can also

provide large embedding capacity for steganography.

There are many applications for data hiding; sonfetlese

applications are [8]:

» Advanced data structures. Data structures can be devised to conceal
unplanned information without violating the compdily with older
software. For example, if further information abgltos is needed, then
it could be included in the photos themselves. irfiermation will be
transmitted included in the photos, but it will manflict with old software

that does not aware of its existence.

» Medical imagery. Doctors and hospitals can combine exams, imagery,
and information of their patients. When a doctoalgres a radiological
exam, the information of the patient is hiddenhe tmage, reducing the

possibility of wrong diagnosis and/or fraud.

» Military agencies. Military operations can be based on concealed and
protected information. Even with encrypted inforioaf the detection of a
secret signal in a Battlefield can lead to theanstecognition and attack of

the engaged parties in the process of communication

* Intelligence agencies. Intelligence agencies are concerned with
developing and using these techniques, with thatiidsation of their
drawbacks to increase their abilities to deteatky and prevent tracking of

hidden messages.



Chapter One Introduction

1.2 Motivation

The spread of the internet around the world resultsaising the
concern of information security while the accesstite confidential or
classified information is theoretically available any unauthorized party
that using the internet. Therefore, the data massdrured to prevent any

unauthorized person to access it and break itsdmntfality.

Cryptography scrambles the secret information wag that makes
it inapprehensible to any unauthorized party. Whitere are some
countries restrict the use of cryptography, cusd development, and even
circulation of cryptography systems and algorithsteganography rises as
a solution to exchange secret information and denfial data between

people or companies or organizations.

The use of encryption is always in a race with thethods of
breaking the cryptography system, where the existef the scrambled
code revealed the importance of the message ombiges someone make
an effort to decrypt it in the first place, thenefadhe attacker will make
every effort to decrypt this message, while thgategraphy conceals the
very existence of the secret message. Thus, anthoraed party cannot

even know that a secret communication taken place.

The motivation of developing steganography systemsised and
become the major concern for military and intelige agencies to protect
secret information and to hide the communicatioocess, on the other
hand, preserving intellectual property rights @il media is also raise as

a great concern.

The major challenge of the use of the steganogragbkiems is the
capacity of the carrier media, while digital imagearticularly those using
JPEG format are the most widely used files forstegianography, there are
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capacity limitations for hiding large size of sddrgdormation. Generally,
the size of the embedded message is limited tgiteeof the cover image.
Furthermore, embedding secret data in a cover intagg change or
modify some characteristics of the cover image eadse a noticeable
distortion and therefore attracts the eavesdrappé¢tention. Therefore, the
capacity of the steganographic system and the itepébility of the stego
Image are the most important factors in the imagganographic systems.

1.3 Literature Survey

In this section, an overview of some of thewvant works in the field is

reviewed.

s In 2010, R. English [9], proposed the implementation o tBit
Plane Slicing (BPS) technique and provided a cormsgarof hiding
capacity and effectiveness with the simple 4 lesaghificant bits
algorithm. The comparison showed that BPS is a moure
effective technique of achieving a 50% hiding caiyaand PSNR of
up to 39.9129 dB.

% In 2010, C. W. Lee, and W. H. Tsai [10], proposed a nesneque

using PNG image as a cover image and the informagiwaring

>

technique. The shares generated by utilizing thgnpamial function
coefficients Shamir's threshold as a carrier ofdberet data. These
shares embedded into Alpha channel of the covegem&he white
noise resulted in the stego image is removed bygihg the share
values into appropriate value. Where choosing #ilaevof 4 to the
share results in data hiding capacity of 1,048 &7@® PSNR value of
28.68 dB, while the share value of 2 results imdading capacity of
524,288 and PSNR of 40.34 dB.

s In 2012, S. Parah et al. [11], proposed a high capactyastography

L)

method based on Intermediate Significant bit (IS&)stitution. The

7
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secret data is partitioned into relatively decmegsiength blocks;
each block is encrypted by a secret key and embenidthe cover
image. Different cover images used, where the teshow that the
capacity of the proposed system may reach 31.258¢ wWie PSNR
value is 36.08 dB.

s In 2012, P. Rudramath, and M. R. Madki [12], proposed an
improved BPCS based steganography technique inhwdhiterent

L)

bit-planes are processed differently, with adjugstingh threshold on
the most significant bit-planes and low threshatdtiee LSBs. The
secret data is a text message encrypted by RSAithigo The
histogram test is applied to this method and shatthe system has
an acceptable stego image quality. No PSNR te&inpeed.

s In 2012, C. F. Lee, and Y. L. Huang [13], proposed a higpacity
steganography method using Interpolation by NeighigoPixels

L)

(INP) on maximum difference values to increasedthectiveness of
the system. The proposed technique provides higaatty and good
quality of stego image, where the payload can réa¢h28 bit/pixel
while the PSNR value is 20.49 dB.

 In 2012, A. Nichal, and S. Deshpande [14], proposed a
steganography technique based on JPEG2000 congoressi

L)

Redundancy evaluation approach is used to incréasehiding
capacity. The proposed system implemented in JPE®G20
compression encoder and generated a stego strdaoh mormally
decoded. The experimental results show that theeddcibg capacity
Is 13021 bits and the PSNR is 37.263 dB.

s In 2012, N. Batra, and P. Kaushik [15], proposed a stegaphy

technigue based upon dividing the carrier imageo imon-

L)

overlapping blocks of 16x16 pixels and a modifieguatization table
of 16x16. The proposed method is compared with-Jségg method

in term of embedding capacity and imperceptibilitythe
8
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experimental results show that the proposed systamreach up to
69632 hiding capacity and the PSNR of 58.212 dRldb had been
found that increasing the size of the quantizataiie increases the
capacity.

% In 2013, S. Sharma, and U. Kumari [16], proposed a stegyapdy
technique based upon LSB substitution and RGBA rcowage and

>

YIQ color space. The proposed technique reducedi#eof secret
color image by converting the color space of thereteimage from
RGB to YIQ by applying a transformation functionhel modified
secret image then embedded into the four chanrfetieoRGBA

cover image. Results showed that the proposed mhdthe a high
hiding capacity reach up to 100%, and PSNR valug i® 36.6 dB.

* In 2013, H. F. Ahmed, and U. Rizwan [17], proposed a

steganography method based upon BPS and embedditigplen

L)

secret images in one cover image. The proposedoahetianages to
hide up to seven secret images into the cover imdmje the PSNR
value is 27.485 dB.

>

* In 2013, W. W. Zin [18], an image steganographic technidgie
presented by combining cryptographic and stegapbgra
techniques. This system uses LSB-based data enmgetitihnique
to hide the encrypted message. Before embedding sdwret
message, RC4 algorithm is also used for messaggption. In this
system, BBS (Blum Blum Shub) Pseudo Random Numlese@tor
Is used for generating the random sequences amd tkiee secret
messages can be hidden in PNG image file by usargiom
sequences. The proposed system used perceptudb tehbow its
strength and there is no statistical test applied.
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1.4 Aim of the Thesis
The aims of this work are summarized, as Yadlo

 To design a data hiding technique in digital imdyeusing AES
algorithm.

e The primary aim of this work is to increase capacif the
steganographic system to the maximum value and ovepithe
quality of the stego image.

» To study the cover image channels used in embeddidghe effect
of using each channel on the quality of the stegmge.

 To study the effect of Alpha channel on the coveage and the
embedding process.

« To get an acceptable quality of the extracted ngessheside the

acceptable quality of stego image should.
1.5 Thesis Organization
The thesis is organized into five chapterolsws:

» Chapter One: - gives an introduction about steganography and a
brief description of related literatures works ants of the work.

» Chapter Two: - gives a brief of steganography theory, its typles,
types of attacks, its technique, basic model fagabographic
system. It also gives a background of, image theitsytypes, the
color space systems, color channels concept, apthaAchannel
principle. Bit-Plane Slicing concept and a backgeuon AES
algorithm also described in this chapter.

» Chapter Three: - describes and discusses the proposed
steganography system, its basic idea and the rngontAms.

» Chapter Four: - presents the results obtained from the statistical

tests of the system and discuss these results. difapter also

10
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includes a comparison with other conventional stegeaphy

techniques.
» Chapter Five: - concludes the advantages and provides suggsstio

for future work.

11
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Chapter Two

Theory of Steganography and
Encryption

2.1 Introduction

This chapter gives an overview of steganographycepts, types,
and techniques, and concepts of digital image#yditg image structures,
image storing technique, and color representatioaddition, this chapter
discusses the concept of two important terms usehlis thesis, which are
Alpha Channel, and Bit-Plane Slicing. The encryptioethod used in this

work also discussed and explained.
2.2 Theory of Steganography

Steganography means storing specified data in suchay that
conceals the data presence. Paired with curreninconeation techniques,
hiding information in images is a methodology fi@amismitting information
using innocuous carriers to hide their presencer Roman eyes,
information generally made of known forms, suchimsages, e-mails,

sounds, texts, etc. [19]. Figure (2.1) illustraeaasexample of data hiding.

12
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/——\\ Message to be hidden
— __\ The cover medium

to be used

The produced stego image

Figure (2.1) Data hiding example [19].

The process of understanding steganographgdbagon image
requires a study background of the presentation faaiities of digital
images. The process of embedding sometimes ussget &ey, known as
the stego key, and without the existence of thys kas so difficult or even
iImpossible for any unauthorized person to detedteiract these hidden
messages. Once the cover objects have messagexret mformation
embedded in them, they are called stego objectFidlire (2.2) shows a

general model for image steganography.

| Szl AAEAAGH |

i b L — o Extmciing |
ot Tunclion

Flecenmr mde |

I
(L

Figure (2.2) A model of the steganographic process [4].

A sender embeds a message into a cover carrierusbnyg a
transformation process to the secret messagentheaipulating a subset of
the bits that represent a part of the cover oljedbrm the final stego
image or object. These images or objects will ndmitted over a

communication system, to their destination. At tlestination part, the
13
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embedding procedure is reversed to reveal the hiddessages. If there
was a secret key used to encrypt the secret datl,the sender and the
receiver must know this key before sending the cstegessage. The
difference between cryptography and steganograplst tme distinct and
clear, however, there are some techniques are lglosdated to

steganography were the differences are not cléar [4

There are two techniques that are closely relatestéganography
and place in the same branch of messages hidireseTtwo technologies
are watermarking and fingerprinting. These techgiel® are used to protect
the intellectual property. Therefore, the thredntedtogies differ in purpose
of usage, robustness, and embedding capacity ofcalers [20]. The

differences among these three technologies are auaed in Table (2.1).

Table (2.1) Summary of differences among watermarking, fingatjmg

and steganography [21].

Method Steganogr aphy Fingerprinting Water marking
Protect intellectual
Transmission of | property rights by
secret messages identifying parties| Protect intellectual
Purpose . - )
without raising who break property rights
suspicion licensing
agreemen
Crucial for
Per ceptual embedded Desirable, but not Desirable, but not
invisibility information not to crucial crucial
be perceptus
Rc_)bustn&s_s Crucial not to be| Crucial not to be
against hostile :
Desirable, but not able to remove | able to remove
removal, :
. crucial embedded embedded
destruction or : : : ;
" information information
counterfeiting
\_/ery Important Not important Not important
. since it might be . : . i
Large hiding since copyright | since copyright
: necessary to . :
capacity : signatures are signatures are
transmit large
generally small | generally small
message

14
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Figure (2.3) illustrates the main components obiinfation hiding

field. This work is concerned with image steganpbsaand does not

discuss other types of steganography, like textawdio. The shaded

rectangles indicated that the main interest ofttiesis.

Security Systems

Steganography

Cryptography

Information Hiding

Linguistic Technical
Steganography Steganography

Watermarking

Robust

Fragile

\

J

\’

\/ \/
Digital Images Video Audio Text

Imperceptible Visible

Fingerprint

Figure (2.3) The different embodiment disciplines of Informatio

Hiding[22].

2.2.1 Main components of steganographic systems

There is one common principle in steganographidesys. The

sender (Ali), who intends to send a secret infoiona(i) to the receiver

(Omar), chooses an innocuous cover object (c) rahdoAfter that, Ali

embeds the secret information (i) into the covgead(c) and may be with

the use of a secret key (k). As a result, Ali gates a stego object (s)

which must be semi-identical to the cover objeg¢tt¢cany unauthorized

party. Ali then, transmits the stego object (s\imar through a specified

communication system. The objective of the systeio iprevent Samir (a

third person) from extracting the concealed mesgdg@n the other hand,

Omar extracts the embedded secret informationifigeshe knows the

15
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embedding process and the secret key (k). Only sétreder and the

authorized

receiver should know the stego key. Thosst of

steganography systems induce users to includega k&y or password in

the embedding process. Figure (2.4) shows the gkenencept of image

based steganography systems. [23]

SENDER RECEIVER
{ Ali mmug Omar
£ -
Pl Cover image (¢) i' =
=) =
_'"' Message (1)
."-h's_s:l- e(1) £
L L |
L) P, =
Stego . il = Stegn
; o i) el i
Key (k) Stego image (s) Stego image (s) Key (k)

Figure (2.4) General Principle of Image Steganographic Systedh [2

Sometimes, an attacker (like Samir) will suspectistego object
and detect how the messages were embedded, butllheewinable to
the hidden
steganography process because the secret informafionot be read

reveal information. This process is ethlla secure
unless the attacker knows the stego key. Thusetkesret keys must be
chosen as rigid as possible for the purpose ofgmtavg system attackers
from decrypting the secret encrypted informationngsall possible
available stego keys. Therefore, the security efdteganography system

must satisfy Kerckhoffs’s principle [23].

According to that, the measurements of securitygtefjanography
systems should be based on the situation thakatbave full knowledge
of the embedding and extracting processes. Howawethe case of

detection, attackers only need the secret key tdeat that the secret

16
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transmission is taken place and to reveal the sacfermation. If the

secret key that used in embedding process andettretkey that used in
extraction process are both same, then the steggrogalgorithm is said
to be symmetric. While, if these two stego keysdifferent for embedding
and extraction process, then the steganographyithligois said to be

asymmetric [24].
2.2.2 The basics of embedding

There are three different key requiremerts data hiding systems

related with each other, which are capacity, sgguaind robustness [25].

- Capacity. It is the size of the data that the data hidiygfesn can embed
successfully without generating noticeable percapulistortion in the
carrier media and in order to be useful in embagithie secret information,

the hiding capacity must be as high as possible.

- Security. The data hiding system is considered a secuheiémbedded
data irremovable if the attackers do not have kilbwledge of the

embedding algorithm.

- Robustness (Visbility). The embedded data is considered a robust if its
existence can be reliably detected with the imagedification nit

destroying.
2.2.3 Steganogr aphic protocols

Three types of steganographic protocols are avaijlahich are[26]:
1. Puresteganography:

A Steganography algorithm is called a pure stegampity system
when it does not involve the prior exchange of s@meret information
(like a stego key). Both sender and receiver shdwde access to the
embedding and extraction algorithm, while the athar must be private.
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2. Secret key steganography

With the use of pure steganography, no informatsonequired to
fulfil the transmission process. This is not veegwe in practice. It must
be assumed that, the intruder has a full knowledf¢he sender and

recipient algorithm that used for message transfer.

Theoretically, the intruder can extract data ouewéry stego object
transmitted between sender and receiver. Theretbee,security of a
steganography algorithm should be based on someetsedormation
exchanged by the sender and receiver, which isstbgo key. Without
knowing this key, no one can extract the secret ftatm the stego object.

3. Public key steganography

Public key steganographic systems rely on the t$e&amkeys, one
private and one public. The public key is stockedai public database,
while the public key is used in the embedding psscehe secret key is

required to rebuild the secret message.
2.2.4 Types of steganography

In digital media files, redundant bits are defireesd “the bits of an
object that provide resolution far greater thanessary for the information
use and rendering". For example, some image faaspcovide more than
16 million different colors, whilst the human eyanconly recognize
approximately 10 million color levels. Thus, theluadant bits of a file are
those bits that can be changed without any notidmgteganography, file
formats with a high level of redundancy is dessette redundant bits can

be replaced with a secret object without beingoacti[4].

18
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1. Text steganography

Historically, hiding data in texts is the most sfgrant technique of
steganography. One approach that is used to coacsatret message in
texts is called a null cipher where the last letteevery word of a cover

text string is used to hide a letter of the secressage [27].

Book cipher is another text steganography technidustory or a
journal is used as a cover file. A code that contastring of indicators to
characters is shared between the sender and recEwme instance, the
cipher code "222221" might mean page 22, line nun2e and the 21
character. Revealing the secret message reliesoontptaining knowledge
of the secret code and the book. Because of theitewo of the internet
and digital file format, the world became less iegted in book ciphering.
In the digital world, small changes to font styd&e, and boldness, and line
spacing, and other text formatting operations camded in steganography
process. The current text-based steganography gmsguuse additional

white spacing or extra tabbing at the end of a[Wije

Although a number of different methods can be defifor hiding
data in text [53], text-based steganography usigdadl files became less

popular because text files have a very little degreredundancy [28].
2. I mage steganography

Digital images have a large amount of redundaniys,t images
represent the most appropriate carrier used inastagaphy. Due to
sharing images frequently on websites, e-mail httemnts, etc.
steganography on images is also the most commom farf

steganography[4].
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Given that, images are ideal carriers, and commdarmation
media, this thesis focuses solely on steganogréygeisgd upon image in

subsequent chapters and algorithms.
3. Audio/Video steganography

Audio compression is at most rely on research thmat been
introduced in the biological characteristics of thenan ear, especially on
the amount of information that can be removed fthenaudio file without

being noticed by human ear [29].

These characteristics can also be exploited forioso@sed
steganography by hiding data in audio objects withaoticing the
differences. Steganography based upon audio isctaason method than
the image steganography because the larger sizgedhder meaningful
audio file [30].

Video files, in general, can be considered a settiifimages and
sound tracks, therefore both image and sound stggaphy methods can
be used for video-based steganography. Furthemgatyes of video-based
steganography are that video files can hide a langeunt of information.
A drawback of video-based steganography is theslarge of a video file

that is not transmitted regularly over normal trarssion systems [4].
4. Protocol steganography

Protocol steganography means: "the technique of eddibg

information within the volatile data created inwetk transmissions" [27].

A network packet parts are headers, user datatraiers. All the
packets sent over a network using the OSI modek tlze same structure.

Hidden channels where steganography can be ussdexdS| layers [31].
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2.2.5 Steganography techniques

Steganography techniques are divided into six oaieg as
follows[23]:

1. Substitution techniques

For a certain cover file, it is significant to det some regions or
data that can be modified without having any majweinges in this cover
file. Thus, a secret file can be embedded in byacepg the insignificant
bits of a cover object file with the bits of secnetessage, without
generating any serious artifacts to the cover $itethe recipient can extract
the secret file if he has knowledge of the accueatbedding position [23].

In general, digital covers have a large amountneifgnificant bits
l.e. least significant bits (LSB). In steganograp$ystem based upon
substitution technique, the bits of the secret egsgeplace the LSBs of
cover file without making huge changes in the calgect. In addition, the
LSB technique works in spatial domain since it edsbéhe secret bits
directly in the cover object. Due to the simplicand the speed of LSB
technique, it is the most popular techniqgue used dmital image

steganography.
2. Transform domain techniques

This technique is more complicated than LSB teamitpr hiding
data in an image file. Many types of transformatiane used on the image
before embedding data in it [32].

It has been noted that hiding data in the frequeloecgain of a signal
could be much more robust than hiding process tipgran the time
domain. Transform domain techniques embed sedes i significant
areas of the cover image, which makes them morestadgainst attacks,

like compression, cropping and other image proogsshan the LSB
Z1
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approach. One of the most transforms used is thecr&e Cosine
Transform (DCT). Other types of use transforms wobé the Wavelet

Transform and Contourlet Transform [26].
3. Spread spectrum techniques

Spread spectrum (SS) steganography technique isedeés "the
process of spreading the bandwidth of a narrowlsaguolal across a wide
band of frequencies”. In this technique, the freqyedomain of the cover
file is considered to be a transmission channelthadsecret message as a
signal that is to be transmitted over that chanbak to the spread of the
secret message over a wide frequency band, thmitpe is relatively

robust against any manipulation or removing tostheret message [23].

In data hiding, two specific types of SS are maioked: direct
sequence and frequency hopping. In direct sequeéheesecret signal is
transmitted by a constant called chip rate, moddlatith a pseudorandom
signal and inserted into the cover object. In fesgry hopping, the
frequency of the cover signal is changed in a viaay it hops quickly from
one frequency to another [26].

4. Statistical techniques

These techniques hide only one bit of secret inftion into the
cover object. This is called 1-bit steganograplohmeque. If "1" is hidden
in a cover object, some statistical features (ergropy and probability
distribution) of this cover object should be chashgeajorly to indicate the
presence of the secret message. However, if theauaheld bit is "0", the

cover object is left unchanged [23].
5. Distortion techniques

The majority of the steganography systems are plividich means

that a recipient does not need the original cougeat to perform the
22
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extraction of the secret message from the stegecbbHowever, if a
distortion method is used, the recipient need®tlggnal cover object to be
used in recovering the secret information. Forcgprent, the hidden file is
the difference between the stego object receivetl tha original cover
object [23].

Using this method, a stego object is generateddstiog a sequence
of modifications and changes in the cover objedtisTsequence of
modifications is chosen to match the secret infoionaneeded to be
sent[32].

Most text steganography systems are of the distortype. For
Instance, a document layout or words order migi @in indication to the

presence of information.
6. Cover generation techniques

Unlike all former hiding techniques given above, m&o
steganographic mechanisms create a digital objdgtio order to being a
cover for secret transmission, such as in credtactal images as cover
iImages each of which is individually defined by eoup of fractal
parameters like type, formula, scale, locationpcgbpace, etc. This group
of parameters can be stored in a specific filecitian be transmitted very

simply. Thus, the cover image can be perfectlyorest [26].
2.2.6 Steganalysis

Steganalysis is "the science of detecting the excs of hidden
messages in stego systems". The objective of sd@gas is to discover if
an image contains secret information or ribbere are three types of

steganalysisechniques. These are [8]:
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1. Aural attacks. They about eliminating the significant bits ofd@ital
content for the purpose of activate human’s vismapection for any

strange content.

2. Structural attacks. Hiding information may change the file format of
the cover. Often, these changes make the covesrpagtsily detected in
the structure of the file format. For examplesihot preferable to hide data
in images of GIF (Graphics Interchange Format)fblenat. In this type of
format, an image visual structure exists to songreks in all of bit layers
of an image because the color index that repre@é&htslors uses only 256

values.

3. Statistical attacks. Digital pictures of natural scenes have featured
statistical behavior. With the suitable analysise @an identify whether or
not a digital image has been modified, making th@nges mathematically
detectable. In this case, the main objective ofastalysis is to gather
sufficient statistical evidences indicating thestaince of hidden data in

Images.
2.2.7 Steganogr aphy attacks

Steganographic attacks include detecting, extrgciimd destroying
hidden messages of the stego object. There are tgypayg of attacks rely
on the information available for analysis. Sometlidse are, as follows
[26]:

. Steganography only attack: here only stego object is available for

analysis.

. Known carrier attack: here both of the original cover object and
stego object are available.

. Known message attack: In this case, the hidden message is known

for attacker.
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. Known steganography attack: The cover object, stego object as

well as the steganography procedure are known.
2.3 Digital Imaging Concepts

Some principles in digital imaging field are coresigld In order to

perfectly understand how data is embedded in digiages. These are:
2.3.1 Images and pictures

Human being relies heavily on vision to understédredworld around
him. One does not only look at objects to idendifd distinguish them, but

one can observe differences.

Humans have evolved their visual skills to be v&rgurate: one can
identify a face in instantly, distinguish colorsydacan deal with large

amount of visual data rapidly [33].

Humans are interested in snapshots (single imadésjugh that
image processing can deal with variations in scdmegever, an image is a
single picture, which represents something. It cantain a picture of a
person, an animal, a nature scene, a microphotbgopan electronic

circuit, or a result of X-ray imaging.
2.3.2 Color representation

According to the trichromatic color theory: "eacblar that the
human eye can perceive can be obtained from ttage bolors. The three
basic colors are: red, green and blue". Every d@igiblor is made of a
linear mixture of red, green and blue componentss 15 called the RGB

color space, with the value of each color indicdigdR, G, and B [34].

Another common color model is the YUV color spaakso called

luminance/chrominance model with luminance Y desdtee measured
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linear combination of the RGB channels, while chrmance U and V

indicate color information [35].
2.3.3 Image definition

In computer applications, an image is: "a collettwd numbers that
constitute different light wavelengths in differepixel in the image".
Individual points are called pixels, the pixels ghaa rectangular area

where each pixel is located, and its color is amssig4].

The number of bits in a color model, called the depth, which
indicates the amount of bits used for each pixel. iRstance, if the bit
depth of an image is 8, that means there are 8ub#sd to represent the
color of each pixel and a total number of displagetbrs are 256. Figure
(2.5) shows an example of a grayscale image withdépth 8 that can

represent 256 different levels of gray.

grey

L 011 Bwtes indicate
o different shades of

®
[T 1
W

Figure (2.5) Pixels and bit representation of a greyscale invéagebit
depth 8 [4].

Digital color images, also called truecolor imagese usually
represented with bit depth 24 and use the RGB aulmdel. Each one of
the three-color components (red, green and blugpiesented digitally by
8 bits [4]. Figure (2.6) shows the use of 24-biages.
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Each pixel 15

I R G B represented by 3

bytes: one red,

ne green and
one blue stating

{ [ the quantity of
each primary

@
: TITEEE 1]
¥

1 1 colour

Figure (2.6) Pixels and bit representation of a 24-bit colorgeasing the
RGB color model [4].

In a given pixel, there can be 256 different amafred, green, and
blue, adding up to about less than 17-million comabons. In comparison,
a quality offset printing press can provide abod®@! colors, a traditional
film photograph can contain about 6-million colagad the human eye can
identify approximately 10-million colors. This meathat a large amount
of redundancy is created which can be used by tkgasography

algorithm [4].
2.3.4 Imagefile formats

The methods that used to store images differs gnastthe digital
image representation and the method used in cosipresThe image file

format typically relies on the intended use ofithage [36].

Image formats can be categorized into two domapatial domain
and frequency domain. In spatial domain, an imagespresented as an
intense rectangular grid of pixels. In frequencymdm, an image is
represented as mathematical models based on ca@igpresechanisms to

allow for a larger rate of compression.
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2.4 Alpha Channd

In a full color rendering of an element, the RGBmpmnents
represent only the color. For the purpose to ptheeelement over any
chosen background, a factor used for mixing is iaedpto all pixels to
control the process of linear interpolation of esl®f foreground and
background. Generally, there is no way to encoecitmponent as part of
the color information. For anti-aliasing purpostéss mixing component
required to be of comparable resolution to the rcol@annels. This channel
is called Alpha channel, where Alpha of O indicates coverage, 1 to

means full coverage, and the fractions represemptantal coverage [37].

There are two methods to deal with the alpha ofixelpOne
interpretation relies on the geometry half of therlel and the other relies
on the imaging half. Geometers consider "pixel® geometrical areas
intersected by some objects. So, alpha will beptreentage coverage of a
pixel by an object. Imagers consider pixels aretinoom point samples.
So, alpha is the opacity provided at each samgle.imaging model will
be taken, because a geometric picture must be @ddocpoint samples to
display [38].

Consider the following geometrical scheme: thera i%pixel" with
an area covered by an opaque geometrical elemesna lalor valueA.
Thus, the value of color contributed by the objepaque area igA.
Hence, the color spread over the pixel and risex asngle new color
representing the entire area, i.e. the ca@éris a point sample. Now
consider another opaque geometrical element witbl@ B added to the

original pixel and disregard any other geometrgdaments in that pixel.

Assume that th8& object has pixel coverage lbf So, the quantity of
color contributed by that area 18B. Again, this is a point sample

representing the color of the second element. Tewejatually merge the
28
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contributions of the two objects in the pixel areaw the geometry model

Is used. The objed® is allowed only {-b) percent of the pixel area to be
transparent to elements behind it. The actual gagméthe two elements

Is simply neglected here and consider that thel gxallowing (1-b) times
the coloraA from behindoB to appear. This is added to the color due to the
top elementB. So the total color of element with colBrover element
with colorA is [39]:

The total color 5B + (1 — b)aA ..(2.1)

The equation (2.1) may be wrong if the second dbga@actly
coincided with the first. The color of the beneatiect will not have any
contribution in the final color. Therefore, the nebdhat used is an
approximation in combining two images without thesgibility to know
how to determine the alpha at a point. There ispassibility to know
whether a point sample with a partial opacity ressdifom a partially
transparent area or from an opaque area partiagrahe area represented

by the point sample [39].

Alpha channel, indicating transparency informatamna pixel, can
be used and calculated in different types of images as in grayscale and
true color PNG (Portable Network Graphics) images.

The value zero for Alpha represents full transpayeand the value
of (2*-1) (wherex is the bit depth) for Alpha represents a full apaof a
pixel. Intermediate values for Alpha representiphttansparency of pixels
that can be merged with a background image to gémex composite

image.

Alpha channels can be included with images thargpessented by
either 8 or 16 bits for each sample, samples repted by less than 8 bits

In an image cannot use Alpha channels. Both Algraptes and image
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samples are represented by the same bit depthedebr pixel, the Alpha
sample is stored immediately after the RGB sample.

The alpha value for each pixel does not affectrceddues stored for
that pixel. This known as "unassociated" or "noe-pwltiplied" alpha.
(Another common method is to store sample valuesnuultiplied by the
alpha sample. This results in; the image is contpdsagainst a black
background). It is worth to note that PNG does us¢ pre-multiplied
alpha.

No storage cost is needed for transparency comtral full alpha
channel. In a color-index image, an alpha valuelmamssigned for every
palette entry. In grayscale and colored imagesglespixel value can be
indicated as being "transparent”. These methodsowolthe tRNS
(Transparency) ancillary chunk type. T#RNS chunk: "indicates that the
Image uses simple transparency: either alpha valsssciated with palette
entries (for indexed-color images) or a single s$pmrent color (for
grayscale and true color images). Since the sinmrplesparency is not as
elegant as the full alpha channel, it requires l&ssage space and is
sufficient for many situations"”. When no alpha almelmortRNS chunk are

exist, the pixels in the image are considered ttulhg opaque [40].

To determine if the pixel is occluded by a transpared object one
must assign (1,0,0,0.5) to that pixel: the Odnates the coverage and the
(1,0,0) indicates the red color. The reason tongis this proposal is that
all compositing operations will use multiplying tHe value in the red
channel by the 0.5 value in the alpha channel toutze the red color

contribution of this element in this pixel.

To avoid this situation of multiplication, there amother solution,
which is storing the pre-multiplied value in thelamocomponent, so that

(0.5, 0, 0, 0.5) will denote a full red elementflealvering a pixel [37].
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The quadruple (R, G, B, A) identifies that the cde/A, G/A, B/A)
covers the pixel. A quadruple (R, G, B, A) where tidpha value is less
than a color component indicates a color out of[(h&] interval. For the
representation of ordinary elements, the value fufrAlpha at a pixel, in

general, makes the color components to be 0.

Therefore when alpha is 1 the RGB channels repteben true
colors, 0 alpha makes RGB colors to be black, aactibnal alpha makes
RGB colors to be linearly darkened colors. If osesian RGB monitor to
view a scene, shadowed edges of RGBA elementspitasent their anti-

aliased nature.

It is significant to notice the differences betwewvo key pixel

representations [37]:
Black = (0,0,0,1);
Clear = (0,0,0,0);
The first pixel is an opaque black; the secondlpsx&ransparent.
2.4.1 Pre-multiplied alpha

For compositing coloC generated by setting a pixel with coBr
with alphab over a pixel with coloA with alphaa, the value ofC will be
[39]:

C =bB + (1—b)aA = bB + aA — baA .(2.2)

For each pixel, there are three multiplications fmach color
component. Since the multiplications in computeapiiics are costly,
earlier, the researchers of (Lucasfilm) and (Pikawpd a reduction for this
formula using one multiplication if the alphas were-multiplied times the

color in an image.
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Hence, if the color channels of imadencluded, not color A, but
instead of that weighted cola@A, and the same case for imdgehen the

equation (2.2) can be reduced to [39]:
C =B +(1-b)A =B + A — bA ..(2.3)

Where the letters with primes indicate that theolhave been pre-

multiplied by their corresponding alphas values.
2.4.2 Non-pre-multiplied alpha

PNG image format uses "unassociated" or "non-priyshead"
alpha. This indicates that images with indepentlanisparency masks can
be stored lossless. "Pre-multiplied alpha”, stpiesl values pre-multiplied
by the alpha fraction; which means that the imageactually composited
against a black background. This means that thegemdata will be
lost[40].

Some images with pre-multiplied alpha can be t@anséd to PNG
by division of the sample values by alpha, exclgdivhen alpha is 0. The
images will appear good if shown by a viewer thedld with alpha in an

appropriate way, and will not look very good othisev

The same model used for composite color can be fosedmposite
alpha. The opacity of the pixel that partially coack by the first geometric
element isb, and the opacity for the second geometric object. iNote
that, the geometry of the model only alloviso] of the lower light filter to
be influential. So the composite alpha will be @fofvs [39]:

g=b+ (1—-b)a=D>b+a— ab ...(2.4)

This is true for either cases, pre-multiplied ot.no
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2.4.3 Alpha channel creation

The alpha channel can be considered either as ar |dyat
temporarily conceals transparent objects in an enagit is a method for
forming a non-rectangular image. In the first défom, the color values of
fully transparent pixels must be kept for anotheage. In the second
definition, there is no useful data in the transpampixels. In this case, in
order to obtain better compression, fully transpapexels must all contain

the same color value [40].

It should be kept in mind the potentiality thatexcdder will override
transparency control, therefore, the colors asslgtoe each transparent

pixel must be accepted background colors.

If a full alpha channel is not required, or compres efficiency is

not fulfilled, thetRNS transparency chunk is also available.

If the background color of the image is known,hbsld be written
in the bKGD (Background) chunk (ThiekKGD chunk identifies a default
background color to composite the image againsé \liewers may not
have this chunk; so they can use another backgjoiing unused screen
area can be filled with thébKGD color by decoders that ignore

transparency.

When there are pre-multiplied alpha data in thegioal image, it
must be converted to PNG's non-pre-multiplied fdrimadivision of each
sample value by the corresponding alpha value, thahiply the result
from division process by the maximum amount forithage bit depth, and
then taking the closest integer. It should be noted valid pre-multiplied
data the result of the division must always behm tange from 0 to 1. In

case the alpha value is 0, the result is blaclo&r
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2.4.4 RGBA pictures

In complex animation, many full background pictureay have an
Alpha of 1. Among foreground objects, the colorued roll off in step
with the alpha channel, which large transparerdsare

Mattes are: "colorless stencils used for controlling toempositing
of other elements, which have 0 in their RGB eletsiedhe procedure of
offine storage of RGBA pictures must provide theatumal data
compression for dealing with the backgrounds RGgelgi foregrounds

RGBA pixels, andA pixels of mattes [37].

There are some problems in computation with thdS8R pictures.
Storing of the color components pre-multiplied bg tAlpha might affect

the color resolution, mostly when the value of Adp& near zero.

However, due to forming the picture will need tmadltiplication
any case, storing the product obliges only a vemglsloss of precision.
The computation of the color extraction is a difftcjob. So (R/A, G/A,
B/A) must recovered and, as alpha approaches tg #ex precision falls

down sharply.
2.5 Bit-Plane Slicing

Consider that every pixel in an image is represtbte8 bits, it can
be imagined that the image is composed of eighit planes, from bit-
plane 0 which is the least significant bit planebtbplane 7 which is the

most significant bit plane [41].

Figure (2.7) illustrates these ideas, Figure (8t)ws an 8-bit fractal
image, and Figure (2.9) illustrates the various ddtnes for the fractal

image.
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One B-bit hjil.t.' 7 Bil'FlﬂnL' 7
/ (most significant)
il
il
0
Pl Bit-plane 0
2l (least significant)
=l
20

Figure (2.7) Bit-plane representation of an 8-bit image [41].

Figure (2.8) An 8-bit fractal image [41].

However, the higher-order planes, especially tipefooir, consist of
the majority of the visually significant informatio The other bit planes

participate to more subtle details in the image
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Figure (2.9) The eight bit planes of the image in Figure (ZI&)e number
at the bottom, right of each image identifies thelane [41].

The bit slicing procedure is useful for analyzinige trelative
significance played by each bit in an image. Thiscpdure helps in
identify the sufficiency of the number of bits uded quantization of each
pixel. For bit-plane extraction for an 8-bit images easy to show that the
binary image for bit-plane 7 can be gained by pserw the input image
with a Thresholding gray level transformation fuoctthat is, first, used to
identify all values in an image between 0 and 1@7ohe value (for
example, 10); and, second, is used to identifwallies between 129 and
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255 to another (for example, 225). The binary imfageit-plane 7 in Fig.

(2.9) was obtained by this procedure [41].

Suppose that the image size is 4 by 4 and theepithdof each pixel

Is 4 bit, then the minimum pixel value of the image0 and maximum

pixel value of the image i&8* — 1 i.e. 15 as shown in Figure (2.10). So on
the basis of these pixels it has 4 bit-planes; L&R], 3rd and MSB bit-

planes.

15| 9 | 11|12 1111/1001|1011| 1100 1(1]1|0
131110 1 1101} 1011|1010/ 0001 1 (101
0|12, 9 | 4 0000| 1100} 1001|0100 O|0|1/0
5115|1312 0101|1111}1101|1100 171, 1]0

(a) Original Image having (b) Binary pixel representati (c) LSBBit-plane
size 4x4

1/0]1]0 1001 111,11
O|1 10 1,000 171,1]0
O] 0]0|O O] 101 o110
O|1,0(0 1111 O|1]1 1

(d) 2" Bit-plane

(e) &9 Bit-plane

() MSB Bit-plane

Figure (2.10) Bit-plane slicing representation
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2.6 Advanced Encryption Standard (AEYS)

The new methods for standard encryption were TS (3DES)
and International Data Encryption Algorithm (IDEAM2]. These
techniques were too slow and IDEA was not free ¢oifmplemented

because of patents [43].

A new algorithm created, Vincent Rijmen and JoareiBan were
developed. It was named Rijndael. This standard kmasvn as Advanced
Encryption Standard (AES) and up-to-date it isl gtile standard for
encryption [44]. To date, there are no attacksebeftan brute-force known
against AES [45].

The AES is a symmetric block cipher, like DES. Hoae AES
differs from DES in number of aspects. The Rijnddgbrithm allows for a
variety of block and key sizes and not only theadl 56 bits as is it in
DES. The range of blocks and keys in the range ft@& 160, 192, 224,
and 256 bits and need not be the same [46]. Howéweblock size the
AES standard indicates that the algorithm can acoely 128 bits and a
choice between the three keys (128, 192, and 2i%&) According to the
version used, the name of the standard is chargé&®Es-128, AES-192
and AES-256 respectively. There is another diffeeebetween AES and
DES, that the structure of AES is not feistel.He feistel structure, half of
the data block is modified by the other half of teta block and then
swapping between the two halves is done. In thge,cthe whole data
block is parallel processed through every rouncapglying substitutions

and permutations [47].

Many of AES parameters rely on the key length. iRetance, if the
key size used was 128 bits then the number of ®umdO, while it is 12
for 192 bits and 14 for 256 bits. Currently, thestpopular key size is the

128-bit key. The entire structure of AES can bewahin Figure (2.11).
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The input is a single block of 128-bit size for otlecryption and
encryption. The input matrix known as ttmeematrix. This block is copied
into astate array, which will be modified at every stage oé talgorithm

and then will be produced to an output matrix asaghin Figure (2.12).
Both the plaintext and key are depicted presented d28-bit square
matrix constructed from bytes. This key is thenamged into an array of
key schedule words (the matrix). Bytes within then matrix are ordered

by column. The same is applies to thenatrix [47].

Ky

Plaintext (50 rieny Plaintext
{16 bytes) I Expand key ] (16 bytes)
4 —+ t
| Add round key |e wi, 3] —————+ Add round key |
1 e
] Substitute hytes ] I Inverse sub bytes I i
]
= ] Shift rows ] l Inverse shift rows I =
E v f
‘ 1‘ """ .'-‘-'..I..---- ——————————————— l-—l ————— m;l-t;--l
= Mix columns nverse %
v ! 1
| Add round key Je————t— [4.7] ————»| Add round key |
v

-
| Inversesub bytes | B

[ Inverse shift rows I

| Substitute bytes |

| Shiftrows |

=
3 [ . ] 1 L - |
Mix columins Inverse mix cols
! t
| Add round key f4———1 w[36,39] ———— Addroundkey |
! 1
| Substitute bytes | | Inverse sub bytes |
= t
T | Shift rows ] l Inverse shift rows |
& 7 } i
| Add round key j4———— w[40, 43] ———| Add round key |
l t
Ciphertext Ciphertext
i 16 byvies) {16 bytes)
(a) Encryplion {b) Decryvption

Figure (2.11) The overall structure of AES algorithm [47].
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e | ing | e | iy B | 9 o TTETE T ED amaly | outy, | osbg | oury

Ity My Bllgy | dllyn LT yy bpz L1 L] LN} g by wrly | couiry | peEy) | el
i

{m) Input, state sreay, and ootput

g | oy | a0y L s | s

i Koy anad r\ppm‘lud Ky

Figure (2.12) Data structures in the AES algorithm [47].

2.6.1 Inner workingsof around

The (Add round key) is the first stage in the aiipon followed by 9
rounds consist of 4 stages and & t@und consist of three stages. This is
applied for encryption phase, for the decryptioag#) stage of a round is
the inverse of its counterpart in encryption phasse four stages are as
follows [48]:

1. Substitute bytes
2. Shift rows

3. Mix Columns

4. Add Round Key

The tenth round does not contain the Mix Colummrgest The first nine

rounds of the decryption algorithm contain thedwaling steps:

1. Inverse Shift rows
2. Inverse Substitute bytes
3. Inverse Add Round Key

4. Inverse Mix Columns

Again, the tenth round does not contain the InvdtseColumns stage.
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1. Substitute bytes

This stage, called SubBytes, is a lookup table eympy a 16x16
matrix consisted of byte values called an s-boxs Tinatrix contains all the
potential combinations of an 8 bit sequenz® £ 16x16 = 256). However,

the s-box is not just a random permutation of tloesebinations [48].

The leftmost hexadecimal part of the byte is usedntlicate a
specific row of the s-box and the rightmost hexadat part indicates a
column. For instance, the byte {95} (curly brackegpresent hexadecimal
values in FIPS PUB 197) indicates row 9 column ScWwHound that it
contain the value {2A}. This value is then usedufmlate the state matrix.

Figure (2.13) illustrates this process [47].

, . . p .

Soo | So, I Sga | Sz S-box Sn | SoY | Soa | Sos
J ' ol « :

Sio ok, S0 B S

d20 | Y11 | dag| S2a dan | Y20 | dza| Saa

San | 830 | §32 | $53 San | 831 | S32 | $53

Figure (2.13) Substitute Bytes Stage of the AES algorithm [47].

The Inverse substitute byte stage, also calledub$tes, uses an
inverse s-box. It is desired to select the valug{and gets the value {95}.
Table (2.2), and Table (2.3) show the two s-boxekiacan be evidenced
that this is the case indeed [47].

The s-box is designed to have immunity to knownptagalytic
attacks. Generally, AES developers endeavor to sigdethat has a
minimum correlation between input bits and outputs,band the

characteristic that the output cannot be considessd a simple
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mathematical function of the input [49]. Moreovtre s-box has no fixed
points (s-box ¢) = ) and no counterpart fixed points ( s-koxE a )
wherea is the bitwise compliment af. The s-box should be invertible if
decryption is to be possible (Is-box[s-bay](= a) in addition, it should

not be its self-inverse where s-bax¢ I1s-box@) [47].

Table (2.2) The s-box [47].

0 1 2 3 4 5 6 7 8 9 A B C D E F
0 63 |7C |77 |7B |F2 |6B |[6F |C5 |30 |01 67 |[2B |FE [D7 | AB |76
1 CA |82 |C9 |7D |FA [59 |47 |FO |AD |D4 | A2 |AF |9C [A4 |72 | CO
2 B7 |FD |93 |26 |36 |3F |F7 |CC |34 | A5 |E5 |Fl 71 D8 | 31 15
3 04 [C7 |23 |C3 |18 |96 |05 9A | 07 12 |80 [E2 |EB [27 | B2 |75
4 09 | 83 2C |1A | 1B |6E |5A |A0 |3B |52 | D6 |B3 |29 [E3 |2F |84
5 53 |Dl |00 |ED |20 |FC | Bl |5B |6A |CB |BE |39 |4A [4C |58 |CF
6 DO |EF |AA |FB |43 |[4D | 33 85 | 45 F9 (02 |7F |50 |3C |9F [ AR
7 51 |A3 |40 |8F |92 |9D [38 |F5 | BC |B6 | DA |21 10 [FF | F3 [ D2
8 CD|0C |13 |EC |5F |97 |4 17 | C4 |AT |TE [3D |64 |5D |19 |73
9 60 | 81 4F |[DC |22 |2A |90 |88 |46 |EE | B8 |14 |DE |5E | 0B | DB
A EO [32 |3A |0A |49 |06 |24 |5C | C2 |D3 | AC |62 |91 95 E4 [ 79
B E7 |C8 |37 |6D | 8D | D5 [4E | A9 | 6C |56 | F4 | EA | 65 TA | AE | 08
C BA |78 |25 |2E |[IC |A6 |B4 |Coe |ER |DD | M IF [4B |BD | 8B |8A
D 70 [3E |B5 |66 |48 |03 F6 | OE | 6l 35 57 |B9 |86 [Cl 1D [ 9E
E El | F§ |98 11 69 |D9 |BE |94 | 9B |[1E |87 |E9 | CE |55 28 | DF
F 8C |Al |89 |0D |BF |E6 |42 |68 |41 |99 |2D |OF | BO [54 | BB |16

Table (2.3) The inverse s-box [47].

0 1 2 3 4 5 6 7 8 9 A B C D E F
0 52 |09 [6A | DS [30 [36 | A5 |38 |BF |40 | A3 |9E |81 F3 | D7 | FB
1 7C |E3 |39 |82 |9B |2F |FF |87 |34 |8E |43 |44 |C4 [DE |E9 |CB
2 54 |7B [94 |32 | A6 |C2 |23 3D |EE [4C |95 |0B [42 |FA |C3 |4E
3 08 |2E [Al |66 |28 | D9 |24 | B2 |76 |5B |A2 [49 |6D |8B [ D1 |25
4 72 |F8 |F6 |64 |86 |68 |98 16 |D4 | A4 |5C |CC |5D |65 |B6 |92
5 6C |70 |48 |50 |FD |ED |B9 |DA |S5E |15 |46 |57 |A7 [8D | 9D |84
6 90 | D8 [AB |00 |[8C |BC | D3 |0A |F7 | E4 |58 |05 | B8 | B3 |45 06
7 DO |2C [1E |8F |[CA |[3F |0OF |02 |Cl1 | AF |BD |03 |01 13 8A | 6B
8 JA |91 11 41 |4F |67 |DC |EA |97 |F2 |CF |CE |FO | B4 [E6 |73
9 96 |AC |74 |22 |E7 |AD |35 |85 |E2 |F9 |37 |E8 |IC [75 |DF |6E
A 47 | F1 1A | 71 1D (29 |C5 |89 |6F |B7 [62 |0OE |AA [18 | BE | IB
B FC |56 [3E |4B |[C6 | D2 |79 |20 |9A | DB |CO |FE |78 |CD |5A |F4
C IF |DD | A8 |33 |88 |07 |C7 [31 B1 12 10 |59 |27 |80 | EC |5F
D 60 |51 |7F | A9 |19 |B5 |4A |0D [2D |E5 |7A |9F |93 |C9 |9C |EF
E A0 |E0O [3B |4D |AE |2A |F5 | B0 |C8 | EB | BB |3C |83 53 99 | 61
F 17 [2B |04 |7E |BA |77 | D6 |26 |El | 69 14 |63 |55 21 0oCc | 7D

2. Shift row transformation

This stage called ShiftRows is shown in figure 42.1This is no

more than simple permutation. It works as follows]{
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» The first row of state matrix is not changed.
» The second row is circular shifted 1 byte toldfe
* The third row is circular shifted 2 bytes to th#.

» The fourth row is circular shifted 3 bytes to te#.

00 | So.1 | 502 | 503 m S0 | 501 | 502 | 03
o] 511 | f12 | 513 _____—r| [ [ ]_"‘"l'- L1 F12 ] S| 510
Y
s20( s21 [ 822 s2a| = [T T_T_J— 522 23] s20] s
830 3,0 | 32| 833 — M[_\'].LT’ = 933 | 430 | 31 | 83

Figure (2.14) ShiftRows stage [47].

The Inverse Shift Rows stage, called InvShiftRoWifils these
circular shifts in the opposite direction for eaafithe last three rows (the

first row was unchanged to begin with) [48].

Recall that case is considered as an array of dgte-columns,
where the first column indeed represents bytes B,@nhd 4. Thus, a one-
byte shift is a linear distance of four bytes. Tiansformation also
guarantees that the four bytes of one column aeadpout in four different

columns [47].
3. Mix column transformation

This stage called MixColumn is a substitution pssceusing
arithmetic of GF28). Each column is treated separately. Each byta of
column is transformed into a new value, which ifuaction of all four
bytes in the column. Figure (2.15) shows the Mix@uh stage [49].
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12311
"1 231
% 4 al®] I=

123

i3 112
Y Y Y% *
So0 | So | Yoz | Sos Son | S| Soz | Sos
3 . .r . .I ¥
Sto [ F1 | %12 | 513 Fro |11 | Sz | %13
S Sag ] %22 | 423 sa [ 82 | 522 [ $2
Fi0 | 831 | 532 | 933 Fag | 3] | F32 | 533

Figure (2.15) MixColumn stage [47].

The mapping process can be determined by the fwipwnatrix
multiplication on state [47]:

02 03 01 017 [Soo So1 Soz So3 So0 So1 Soz So3

01 02 03 O01]]|Suvo Si1 Si2 S13|_ |Sto Si1 Si2 S13 (2.5)
01 01 02 O03]|]|S20 S21 S22 S23 S20 $21 S22 S23

03 01 01 o02 S30 S31 S32 S33

S30 S31 S32 S33

Each element of the product matrix is the prodsats of elements
of one row and one column. In this case, the ingial additions and
multiplications are done using GF¥). The MixColumns transformation of

a single column (0<j < 3) of state can be expressed as [47]:

Soj = (2950;) D (Besyj) D sz D 53
$1, = Soj D (2251;) D (3es,;) D s3 ...(2.6)
Soj D 51,5 D(2e52;) B (Bes3;)
$3; =3 ¢s0j) D 51, D 52, D (2253))

Where - indicates multiplication in the finite ieGFQ8)

As an example, let us take the first column of drixd@o bes,, =
{87}, s10 = {6E}, sy = {46}, s3 = {A6}. This would indicate thas,, =
{87} is transformed to the valug;, = {47} which can be shown by

solving out the first line of equation (2.6) witk= 0.
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Thus:
(02+87) @D (03e5s,;) D 46 O A6 =47

To show this is the case, each Hexadecimal digitsbe represented by a

polynomial:
{02} =x
87} =x"+x*+x+1
By multiplying these two together:
xoe(x"+x2+x+1)=x8+x3+x%+x

The degree that results from this operation is tgretnan 7 so it

must be reduced it modulo an irreducible polynomiék).

The designers of AES chose(x) = x®+x*+x3+x+ 1. So it

can be seen that
xB+x3+x*+ Dmod(x®+x* +x3+x+1) =x*+x*+1

This is equivalent to (0001 0101) in binary. Thrsgedure can be used to

solve the other terms. Thus the result is:

0001 0101
1011 0010
0100 0110

¢© 10100110

0100 0111 = {47}

Modulom(x) is in fact a simpler way to do the multiplicatidhit is
multiplied by {02} then a 1-bit left shift is dorfellowed by a conditional
bit wise XOR with (00011011) if the leftmost bit tfie original value
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(prior to the shift) was 1. Multiplication by othemumbers is really a

repeated procedure of this method [47].

However, the important note is that a multiplicatgrocess has been
reduced to a shift and an XOR operation. This is ohthe reasons of
indicates why AES is efficient [45].

The InvMixColumns is expressed by the following mat
multiplication [47]:

OE 0B 0D 09

09 OE 0B 0D
0D 09 OE OB

0B 0D 09 OF

S10 S11 S12 S1,3 S10 S11 S12 S13 (2 7)
S20 S21 S22 S23 AT
S30 S31 S32 S33

S20 S21 S22 S23

SO,O 50’1 SO,Z 50‘3 “ [ SO,O SO,l SO,Z 50,3

S30 S31 S32 S33

This first matrix of equation (2.5) is seen to be inverse of the first
matrix in equation (2.7). If these are labeledlaandA~! respectively and
state before the mix columns operation labele§ aisd after as, it can be

seen that :

Il
(N

AS
Therefore:
A1§=A47145 =5
4. Add round key transformation

In this stage called AddRoundKey the 128 bits atestmatrix are
bitwise XORed with the 128 bits of the round keheTprocedure is really
a columnwise operation between the 4 bytes of & st@lumn and one
code-word (4 bytes) of the round key. This transfation is as easy as
possible which advances in efficiency but it aléfe@@s each bit of state
[47].

46



Chapter Two Theory of Steganography and Encryption

2.6.2 AESkey expansion

The AES key expansion process takes as input awocd key and
generates a linear array of 44 words where eaamndrexploits 4 of these
words as depicted in figure (2.12). Each word cstesof 32 bytes which
means each sub-key is 128 bits long. Figure (dlll&}rates pseudo code

for producing the expanded key from the origina} &7].

KeyExpansion (byte key|[l6], word wldd])
{
woard Cemp
for (1 = 0; 1 < 4; 1++) wli] = (key[d*1], key[4*i+1],
ey [4*i+2],
v (4 - R
for (i - =4d4;y 3 < 84: i++)
{
temp = w[i - 1];
if (i mod 4 = 0) temp = SubWord (RotWord (temp))
@ Rcon[i/4];
w[i] = w[i-4] @ temp
}
}

Figure (2.16) Key expansion pseudocode [47].

The key is copied into the first four words of #ganded key. The
rest of the expanded key is placed in four wordtheosame time. Every
added wordw(i] depends on the following wordy[i — 1], and the 4
positions previous word/[i — 4]. In 3 out of 4 cases, simple XOR will be
applied. For a word whose position in tirearray is a multiple of four, a
more complex function is applied. Figure (B.1llustrates the production
of the first eight words of the expanded key udimg symbolg to denote
that complex function. The functiog consists of the following sub-

functions [49]:

1. RotWord: applies a one-byte circular left shift on a wdidhere an
input word [by, by, by, b; ] will be [ by, b,, b3, by ]
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2. SubWord: performs a byte substitution on each byte ofinfsut
word, using the s-box.
3. The result of steps 1 and 2 is XORed with roundstamt,Rcon|[j].

The round constant is a word in which the threstlsgnificant bytes
are always 0. Therefore, the effect of an XOR e¥axd with Rcon is to
only apply an XOR on the most significant byte loé tword. The round
constant is differs for each round and is represerasRcon|[j] =
(RC[J],0,0,0), with RC[1]= 1, RC[j]= 2RC[j—1] and with
multiplication defined over the field GE) [47].

ko | ke | kg | k12

ky | ks | ko | ki3

ka | ke | kyo | kia

k3 | k7 | Kk | ks

L
Wo | W1 | W2 | Wa *@ID

Figure (2.17) AES key expansion [47].

The key expansion was introduced to be imperviauskriown
cryptanalytic attacks. The inclusion of a round-@®gent round constant
removes the symmetry, or similarity, among the wawhich round keys

are produced in different rounds [49].

Figure (218) gives a summary of each of the rounds. The St
column is illustrated here as a linear shift whiainoduces a better idea of
how this representation helps in the encryption.[47

48



Chapter Two Theory of Steganography and Encryption
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Figure (2.18) AES encryption round [47].
2.6.3 Equivalent inver se cipher

As shown in figure (2.14) the decryption operatians not identical
to the encryption operations. However, the wayhefkey schedules is the
same for both. This has the drawback that two iddsi software or
firmware modules are required for applications theged the two
operations. However, it is possible to develop a@uivalent inverse
algorithm. This means that decryption has the satnecture as the
encryption algorithms. However, to achieve thisy lsehedule must be
changed [47].
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Chapter Three

The Proposed Steganography System

3.1 Introduction

In this chapter, the proposed steganography sysiesign is
simulated, where the proposed algorithm reliesroegssing both of cover
and secret image to reach the optimum results.s€oeet image is either

gray or color image.

To add more security, the data to be hidden isypted using two
types of encryption methods, first using a Simplevdee Key (SPK)
encryption, then using AES algorithm and compaeeetfiectiveness of the

two methods on the system.

In these algorithms, interest has been express#ékiguality of the
extracted secret information beside the quality té stego image,
compared with the original cover.

3.2 The Transmitter Side

The algorithm is simulated in blind system whichame that the
receiver does not need the original cover imagexteact the information

hiding.

In this algorithm, the transmitter analyzes theerqdigital image) to
determine the color channels and adds the fourdimredi (Alpha channel)
changing the extension of the image from JPG to RMtA non-pre-
multiplied background channel. This transformatmihnimage extension
and bit-depth will prepare the cover image to aaoaaate the secret data.
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In parallel, the secret image which is a gray imageolor image,
decomposed to a bit stream using Bit-plane slicmgcompress it and
decreasing the total amount of data to be embedaled,to convert the
image to a sequence of bits that will be more otiattle and easy to
implement and embed. The data then encrypted tease the level of

security.

Then, the secret information is embedded using legtbedding
technigue and spreading the message bit streaoveilthe cover image
and in each channel of the cover image pixels (R3de, Green, and
Alpha).

The proposed system of the transmitter side is showhe Figure (3.1) for
SPK encryption algorithm and in Figure (3.2) for Eencryption

algorithm:

Binary
bitplanes

secrete image |

Entrypted secrete image
bit stream

The Embedding Sequence i
To the receiver

Cover Image
RGRA png

Cover Image
—_—
RGB.jpg

ALPHA channel

Figure (3.1) The main block diagram on the transmitter sidéhefSPK

model.

51



Chapter Three The Proposed Steganography System

Binary

Secrete image bitplanes

Encrypied pecrete image
bit stream

The Embedding Sequence To the receiver

Figure (3.2) The main block diagram on the transmitter sidthefAES
model.

3.2.1 Preparation of the cover image

First in this system, the cover image should bectetl carefully like
choosing the cover with high details so when tlestlesignificant bits of
pixels are replaced with the secret image bitsgther image will not have

a noticeable degradation.
Given cover image is a color image as in Figurd)(3.
Let A be an original color image having sizex n * p represented as:

0§i<m,0§j<n0Sk<’p} (3.1)

A= {x(l’]’ k)| x(i,j, k)€{0,1,2,3,4, ... ....,255)

Where,m is the length of the image,is the width, ang is the bit depth
of the image.

The value of k varies from 1 to 3
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Figure (3.3) The cover image

This image has the extension of JPG. It has 3 adiannels (Red,
Blue, Green). To add the fourth channel, it mustiéned:

OSi<m,0Sj<n}

alpha = {x(i,j)| x(i,j) = 255 ...(3.2)

The size of the alpha channel is exactly the samhdt of cover color
image.
There are two cases of selecting the value of Aghtamnel:

Case 1: the image is a color image has a size23632 and alpha channel

comprises all ones then output will be a full coloage.

Case 2: the image is a color image has a size23632 and alpha channel

comprises all zeros then output will be a gray ienag

Figure (3.4) depicts the two cases of choosing#hge of Alpha channel.
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(Case 1) (Case 2)

Figure (3.4) The resulted image if the value of Alpha is (Casalllones,

(Case 2) all zeros.

In this work, the Alpha is chosen to be all ones] this mean alpha

channel will be a white plane acts as a transpabackground of the
image.

Preparation of the cover image

Input: selected cover image.jpg

Output: modified cover image.png

Select the cover image with high details.

Define 4" plane i.e. alpha channel with all ones.
Attach alpha channel to the selected cover image.

End

3.2.2 Preparation and decomposition of secret image

1. Grayscale secret image

Let G is a secret grayscale image has size represented as

G = {x(i, j)|

0<i<r0<j<
=lsnhi=]sC } ..(3.3)

x(i,j) €{0,1,2,34, ... ....,255}

Where,r is the length, and is the width of the grayscale image
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Figure (3.5) shows a grayscale secret image.

Figure (3.5) Grayscale secret image.
This 2D secret grayscale image is first passedugirobit-plane

slicing algorithm.

For grayscale images have 8 bit-planes, this carepeesented as

follows:

o 0<i<r0<j<c
Pl = {x(l,], k)| x(i,j, k) € {0,1} } ...(3.4)
Where: 1<k<8

The 8" bit-plane contains more information than othempk then
for embedding process could only choo$e@®, 6" and % bit-plane.

To convert all the 4 selected bit-planes into aatiay as shown below:
1 = (r * ¢), and represented as follows for each of 4 uppeplanes:

_ O )< (r= c)}
Secarray - {x(1;])| x(l,j) € {0’1} (35)
To combine all four strings into 1D binary secnetgt:

S€Ctotal = [Secarrays Secarrayé Secarray7 Secarrays] ---(3-6)
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Secret 1D array then divided into 4 parts.

Then by finding the length of theec;,:,; and the length of each
divided string. Suppose this length is :

a, = len/4 ...(3.7)
b, =a, +a, ...(3.8)
Cc=agta, +a, ...(3.9

The content of the®lsecret string is:

S€Cstr1 = S€Croraqr(1iay) ...(3.10)
The content of the"? secret string is:

S€Cgtrp = S€Ciorq1(Aq + 1:by) ...(3.11)
The content of the'8secret string is:

S€Cgtr3 = S€Corq1(bp + 1:¢,) ...(3)1
And the content of the'¥secret string is:

S€Cgira = S€Corar(Cc + 1:end) ...(3.13)

Preparation of the grayscale secret image

Input: the grayscale secret image

Output: encrypted bit-stream

Select the secret image with gray-level.

Use Bit-slicing technique on the secret image and
decompose the image into 8 bit-planes.

Select the upper 4 bit-planes (MSE bit-planes).

Convert each selected bit-planes into 1D array.

Combine the 4 1D arrays into one 1D arrays o&trgtam.

BB Divide the 1D bit-stream array by 4 parts.
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Find the length of 1D bit-stream array and theterof each

divided arrays.

End

2. Color secret image
Let R is a secret color image having sizec represented as:

0Si<m,0£j<n0$k<p} (3.14)

k= {x(”' k)| x(i,j, k)€{0,1,2,34, .. ..., 255)

Figure (3.6) shows a color secret image.

il e

t.
2
Lk

1:‘- i
2
=
N
oy

-
N
L3
et L
i

Figure (3.6) A color secret image.

The secret image is an RGB image with 24 bit-depthch means it
has 24 bit-planes ( 8 bit-planes for each colomae&r, g, and b ). This
representation can be treated as 3 monochrome sragextracting Red
channel, Green channel, and Blue channel separatelyapply Bit-Plane

slicing on each of the three channels, where :

R,.q =cChannd (:,:,1);
Ryreen =Channel (:,:, 2); ...(3.15)

Ryje =Channd (:,:, 3);
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Using the formula (3.4) to apply bit-plane slicing:

Bitplane(R,.q) = [ pl1, ply, pls, pls, Dls, Pls, Dl7, D15 |;
Bitplane(Ryreen) = [ Pli1, Dli2, Plis, Plis, Plis, Plie, L7 Plig I -..(3.16)
Bitplan&(Rp 1) = [ Pl21, Plaz, D123, Dloa, Dlzs, Plos, Pla7, Dlag |,

Choosing the 4 upper planes from each channel érfdvedding process ),
then converting the selected 2D bit-planes intcatay as in formula (3.5)

and combine all 12 arrays into 1D binary secredyarr

SeCtotal = [secarrays Secarray6 secarray7 secarraySSeCarrayls Secarray16
S€Carray17 S€Carray185€Carray2s S€Carray26 S€Carray27 Secarrayzs] e (3 17)
The 1D arrayec;,:q; iS divided into 4 parts preparing to embed in

the cover 4 channels.

Preparation of the color secret image

Input: the color secret image
Output: encrypted bit-stream
Select the secret image with RGB color space.

Extract R, G, and B channels from the secret image
Use Bit-slicing technique on each channel of tkeBRsecret
image and decompose the image into 24lanes.

Select the upper 4 bit-planes (MSE bit-planeshfeach
group of bit-planes obtained from ealsrmel. The total
of selected bit-planes is 12.

Convert each selected bit-planes into a 1D array.

Combine the 12 1D arrays into one 1D arrays efto¢am.

Divide the 1D bit-stream array by 4 parts.

Find the length of 1D bit-stream array and thetkrof each
divided arrays.

End
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3.2.3 Encryption of the secret image

For more security, encryption is applied to thersetmage. In this

work, two methods were used separately for enagpti
1. Simple private key (SPK) encryption

In this method, a simple encryption algorithm gsan private key.

Secret key is a binary array with length variesdeery secret string:

0<j< sectotaz} (3.18)

sec_key = {x(l,j)| x(1,j) € {0,1}

Secret key and secret messages are XORed with atheh's to

produce encrypted secret strings as follows:

enc_sec_imgl = {secg;r; D sec _key}
enc_sec_img?2 = {secg:r» D sec _key} ...(3.19)

enc_sec_img3 = {secg,3 D sec _key}

enc_sec_img4 = {secg:rs D sec _key}

Figure (3.7) illustrate the encryption process.

Key

The secret Image

To embed in Cover image
Figure (3.7) Encryption of Secret image using SPK.
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2. AESencryption

In this method, encryption is applied on the seicnage after taking
the 4 upper bit-planes that selected from bit-plgli@ng process. The 2D
is encrypted before it converted to 1D array. Thg Wsed is 128 bits and

number of rounds is 10.

Figure (3.8) illustrates the encryption process.

AES Encryption

The secret Image

To embed in Cover image

Figure (3.8) The encryption of secret image using AES algorithm
The s-box of the AES is generated as follows

1) Initiate the s-box with byte values in row-by-rowcanding order.
Thus, thevalue of the byte at row a, column b is {ab}.

2) Convert each byte value in the initiated s-boxtsomultiplicative
inverse in the finite field GR€), the value {00} is converted to
itself.

3) Assume that each byte in the s-box consists of t8 bamed
(by, bg, bs, by, b3, by, by, by). Apply the affine transform to each bit in

the s-box bytes as follows:
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Bi = b; @ b(i+4ymoas D@ D(i+5)ymoas D D(i+e)moas D D(i+7)ymoas @ Vi . (320)

Wherev; is theit" bit of bytev with the value equal to {63}, where,
(v,V6V5V,V3V,,7,) = (01100011). The prime () denotes that the

variable is updatable by the value on the right.

This transformation can be depicted in matrix f@asrfollows:

_b() _bo_
b, | b, [ L]
bZ bz

..(3.21)

R PR RPRRL OO O
+
ORR OO OR R

ORR RR RO O
R PR PO OO R
R R R OO0 OR R

=
== Y NN
COR PR RRER O
b L, OO Rk R
_, OO OR Rk, R
S
N

A
S
3

Each element in the product matrix is elementsred mw bitwise
XORed with elements of one column. Moreover, thealfioperation
(addition) in equation (3.21), is a bitwise XORetlnverse s-box is
obtained by taking the inverse of equation (3.&13ting by taking the

multiplicative inverse in GR), then applying affine transformation.

Figure (3.9) shows the secret image and the erenhgecret image:

Figure (3.9) The secret image and the encrypted secret image.
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3.2.4 Proposed embedding algorithm

In this algorithm, a secret image will biglden in a cover image
using LSB substitution. Embedding operation is atale. The number of
LSBs used to embed could be varied from 1 bit twt8. These numbers
are used to add more security to the system bedhese=ceiver cannot
extract the secret image without knowing the numbklbits of each
channel used for embedding. This embedding sequienckosen by the
sender. An example of the embedding sequencdh&ikigure (3.10)

enc_sec_img4 enc_sec_img3 enc_sec_img2 enc_sec_imgl
16LiE] {B10110) [G10118) (10118
110011 110011} 1116011 1110611
101000 L0100 |101I:IIZIIZIJ 101 DDJ
uu-n-J D00 ll_:IGﬂZ_L},/' (001

Red Channel Green Channel Blue Channel Alpha Channel

No. of bits used : R=1, G=2, B=1, A=3

The embedding Sequence= 1213

Figure (3.10) Example of embedding sequence.
The steps for these algorithms are:
Method 1 : using SPK algorithm as an encryption methodK §®del ):

1- The secret image is decomposed using Bit-planenglio 4 bit-
planes if it is a grayscale image, and 12 bit-paridt is a color
image. Then convert the selected bit-planes int@fBys.

2- Encrypt the 4 1D bit-streams using a private key.

3- Extract Red, Green and Blue planes form cover immagd define
the Alpha channel.

4- Embedenc_sec_img1 into Alpha channel.

Suppose the number of LSB bits can be used for édibg is N
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If (L<N<8)
(Embed N bits oknc_sec_img1l into every pixel of
Alpha channel until the message is not finished)
End
5- Embedenc_sec_img?2 into Blue channel.
If (L<N<8)
(Embed N bits ofnc_sec_img?2 into every pixel of
Blue plane until the message is not finished)
End
6- Embedenc_sec_img3 into Green channel.
If (L<N<8)
(Embed N bits ofnc_sec_img3 into every pixel of
Green plane until the message is not finished)
End
7- Embedenc_sec_img4 into Red channel.
If (L<N<8)
(Embed N bits oénc_sec_img4 into every pixel of Red
plane until the message is not finished)
End

The embedding process

Input: thecover image + the secret image

Output: the stego image

Decompose the secret image into 4 1D bit-streant,
encrypt these bit-streams with a privag

Prepare the cover image and extract the 4 chaReelsBlue,
Green and Alpha.

Embed the % bit-stream into Alpha channel using variable
number of Alpha plane bits from 1 biBtbits

Embed the 2 bit-stream into Blue channel using variable

63



Chapter Three The Proposed Steganography System

number of Blue plane bits from 1 bi8tbits

Embed the '8 bit-stream into Green channel using variable
number of Green plane bits from 1 bi8 tioits

Embed the % bit-stream into Red channel using variable
number of Red plane bits from 1 bit tbii3.

End

The flow chart of hiding process is shown in Fig(Bel1)
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Input the cover

: Input secret
image (RGB) P

image

Add Alpha cchannt

Take the uper 4 N MSP of each
channel of the composed imagé (8
plane, 7 plane, 8 plane, % plane)

The covermage (RGBA)

Convert the zlecteced planes into
1D array:

Extract Rec Greeren, Blue, Alpha
channels

Combine thet 1D a arrays into on
1D arra

Divide the me 1DD array into 4
parte

Convert the4 partirts into 4 bit-
strings

If (1<N<8)

(Embed N bits of
enc_sec_img into each
and every pixel of i
channel till messages
not finished)

Encrypt thet bit-sistrings with a
private ke

The sieygd Image

Figure (3.11) Flow chart of hiding process for SPK model.
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Method 2 : using AES algorithm as an encryption method (Ak&Slel) :

1- The secret image is decomposed using Bit-planénglito 4 bit-
planes if it is a grayscale image, and 12 bit-pdaridt is a color
image.

2- Encrypt the selected bit-planes directly using Adigdrithm.

3- Convert the encrypted bit-planes into 4 1D arrays.

4- Extract Red, Green and Blue planes form cover imagd define
the Alpha channel.

5- Embedsec;,, into Alpha channel.

Suppose the number of LSB bits can be used for édibg is N
If (L<N<8)
(Embed N bits ofsecg;,, into every pixel of Alpha
channel until the message is not finished)
End
6- Embedsec;,, into Blue channel.
If (L<N<8)
(Embed N bits ofecy;,, into every pixel of Blue plane
until the message is not finished)
End
7- Embedsecg;,5 into Green channel.
If (L<N<8)
(Embed N bits ofsecg:,53 into every pixel of Green
plane until the message is not finished)
End
8- Embedsec;,, into Red channel.
If (L<N<8)
(Embed N bits ofecy;,, into every pixel of Red plane
untill the message is not finished)
End
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The embedding process

|nput: thecover image + the secret image

Output: the stego image

Decompose the secret image into 4 bit-planesdoh e
channel, and encrypt these bit-planesgusES algorithm,
then transform the encrypted bit-plainés 4 binary streams.

Prepare the cover image and extract the 4 chaReelsBlue,
Green, and Alpha.

Embed the % bit-stream into Alpha channel using variable
number of Alpha plane bits from 1 biBtits

Embed the 2 bit-stream into Blue channel using variable
number of Blue plane bits from 1 bi8tbits

Embed the '8 bit-stream into Green channel using variable
number of Green plane bits from 1 bi8 tioits

Embed the % bit-stream into Red channel using variable
number of Red plane bits from 1 bit tbit®

End

The flow chart of hiding process is shown in Fig(Bel.2)
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Input the cover R e il {3 Input secret
image (RGB) pll &2 = = image

Decompos the st secret image
Add Alpha c:hann - using Bit-Plane Slicing techniqug

Take the uper 4 N MSP of each
channel of the composed imag# (8

2 G IES 2y plane, T plane, & plane, ¥ plane)

Encrypt theselectcted bit-planes
using AES algoritht

Extract Rec Greeren, Blue, Alpha
channis

Convert the acrvntpted planes int
4 1D array

Combine thet 1D a arrays into ong
1D array

Divide the me 1DD array into 4

If (1<N<8)
parts

(Embed N bits ofsecg,

into each and every pixe

of the channel (" Convert the4 partrts into 4 bit-
message is not finishe strings

The stegd Image

Figure (3.12) Flow chart of hiding process for AES model.
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3.3 The Receiver Side

To extract the secret information, tleeeiver will not need the
original cover to be compared with the stego imafee receiver must
know the secret key, and the number of bits usezhtoh channel to carry
the secret information (the embedding SequencegreTmust be a secure
channel to transmit the key and the embedding segueThe key is a
symmetric key, which means the encryption and qeiy process use the

same key.

The proposed system of the receiver side is showthe Figure
(3.13), and (3.14):

Secrete Image

Encrypted secrete image
bit stream

Stegoimage
Cowver Image

RGBA.png

Figure (3.13) Main block diagram of the receiver side using SP&dsl.

Secrete Image

Encrypted secrete image
bit stream

The Embedding Sequence 7

Stego image
Cover Image

RGBA.png

Figure (3.14) Main block diagram of the receiver side using A&&del.
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The extracting algorithm is the inverse of the edudeg algorithms, as

shown below:
A) Extraction algorithm using SPK decryption :

1. Extract Alpha channel and Red, Green and Blue pieome RGBA

stego image.

2. Use the embedding sequence to extract the encrygeeckt bit
strings enc_sec _img ) from each plane of the image. The original

cover image is produced in this stage.

3. Use the secret key to decrypt the secret stringg&®R secret key
with encrypted bits.

secgq = {enc_sec _img1l @ sec _key}
secgrn = {enc_sec_img?2 @ sec _key} ...(3.22)
secgr3 = {enc_sec_img3 @ sec _key}

secgrq = {enc_sec_img4 @ sec _key}

4. Combine all these bit-planes into one image to fimel recovered

secret imagé&ec_im using following formula.
Sec_im = (seCgpq * 16) + (S€Cgppp * 32) + (S€Cgppz * 64) + (S€Cgera * 128) ...(3.23)

The flow chart of the extraction process is showfigure (3.15)
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Input the stego
image (RGB)

Extract RedGreen:n, Blue, Alpha
channels

Extract the over inimage and the|
encrypted secret bit-strings using
the embedding sequence

Decrypt the «hit-strtrings extracte(
from the 4 channels with a prive

Combine the 2 4 bit-strings:

(seCsery * 16) + (S€Csprp * 32) + (S€Cyprz * 64) + (S€Cserg * 128)

The Secret Image

Figure (3.15) Flow chart of the extraction process using SPK rhode

B) Extraction algorithm using AES decryption :

1. Extract Alpha channel and Red, Green and Blue pieome RGBA

stego image.

2. Use the embedding sequence to extract the bitgstrirom each
plane of the image. The original cover image isdpoed in this

stage.

3. Combine all these bit-planes into one image to timel recovered

encrypted secret imagac_Sec_im using equation (3.23).
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4. Decrypt the encrypted secret imagend Sec_.im) using AES

decryption process to recover the secret image.

The flow chart of the extraction process is showRigure (3.16)

Input the stego
image (RGB)

Extract RedGreen:n, Blue, Alpha
channels

Extract the overinimage and the
secret bit-strings using the
embedding sequence

Combincthe 44 bit-strings:

(Secstrl * 16) + (Secstrz * 32) + (Secstr3 * 64) + (Secstr4 * 128)

Decrypt th: encrsrypted image
using AES decryption proce

The Secret Image

Figure (3.16) Flow chart of the extraction process using AES rode
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Chapter Four

Results and Discussion

4.1 Introduction

In this chapter, simulation results are given tondestrate the
performance of the suggested algorithms. The madea iof these
algorithms is based on embedding the secret dea@bcessing it by Bit-
plane slicing and encrypting it by an encryptiogaaithm in RGBA cover
image after adding the fourth channel (Alpha ch§nioethe original RGB
cover image. The proposed technique increases rttedding capacity
and decreases the stego image distortion by htdmgecret information in
least significant bits of color channels of the g®a Beside that, an
encryption algorithm and a variable embedding secgeleare used to
increase the security, because when a strong tgois used, the only
way to break the system is to obtain the key aral way that bits
embedded in the cover image.

Also after obtaining the results, four tests arpligp to measure the
quality of stego image. The tests have been peddrmn a personal
computer of 2.20 GHz CPU (CORE i7), and the progosgstems are
implemented by MATLAB* (R2011a).

*MATLAB: is a numerical computing environment and fourth-generation programming language.
Developed by Math Works, MATLAB allows matrix manipulations, plotting of functions and data,
implementation of algorithms, creation of user interfaces, and interfacing with programs written in

other languages, including C, C++, Java, and Fortran. (Wikipedia)
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4.2 Measures of Quality of the Stego | mages

There are many tests that can be used to measuguiity of the

image. The following four tests are used:-
4.2.1 Peak-Signal-to-Noise-Ratio

According to the human visual system (HVS), somgreke of
distortion between the original image and the medifone is accepted.
Here the Peak-Signal-to-Noise-Ratio (PSNR) is eggaoto test the
performance of the method and usually measuredinld compute the
peak signal to noise ratio, then [50]:-

(L-1)?
L ISt N-C N2

PSNR = 10l0g10 1

WxH

..(4.2)

Where:

H: height of the two images (because the two imagest e of the same

size).

W: width of the two images.

I andj : row and column numbers.

L: is the number of the gray scale levels in the twages.
C(i,j) : The cover image.

St(i,j) : The stego image.

Typical PSNR values range between 20 and 40 dBP8MR value
of identical images is infinite or undefined [51].

4.2.2 Mean SquareError

Mean Square Error (MSE) shows the mean square bgtween

cover image C and stego image S [51].
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MSE = —— YWt SHZlSt(i, j) — €0, ]2 ..(4.2)
Where:

H: height of the two images (because the two imagest be of the same

size).

W: width of the two images.

I andj : numbers of row and column.
C(i,j) : The cover image.

St(i,j) : The stego image.

4.2.3 Normalized Cross-Correlation

In image-processing applications, the brightnessth&f original
image and the modified image can vary accordinggtding and exposure
conditions; here the two images can be first nomedl That is, the
normalizes cross-correlation (NCC) of a cover im@geg) with a stego
image S(i,)) is given by [52]:

Z?:lo Z?:o[St(i:j)*C(i'j)]

NCC= S S can-cani

..(4.3)

Normalized cross-correlation is one of the techegyuapplied
for images matching, a process used for findingderaces of a pattern or

an element within an image

4.2.4 Average Difference

The Average Difference (AD) of an image is given[59]:

Y M«N[1(m,n)—-2(mn)]
Mx*N

AD = .(4.4)

Large value of AD indicates that the image has gpality.
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4.3 The Reaults

For test the proposed method, a personal imageusad as an
original cover image with size of 512*512, bit depaf 24, and color
system of RGB. Different images with different aodépaces (grayscale and
color images) and different sizes are chosen agtsicages, and different

amount of bits is embedded in each channel of tBB&Rcover image.

Also two different types of encryption were usedtlms system.
First, the simple private key (SPK) encryption, asecond, the AES
algorithm.

4.3.1 Results of SPK model
1. Grayscale secret images

An image of (S400 rocket system) chosen as a seuage with
gray- level, 256*256 size, and 8 bit depth. Th& te given a code name of
SPK-G256. The results are shown in the Table (4.1):

Table (4.1) The results of embedding ( 256*256 ) gray-levefrseimage
into (512*512) RGB cover image - SPK model.

Bits per channel
used

R G B
44.296 1.19667 0.998176 0.224758 1 1 1
42.8214 2.27554 0.997124 0.357586 1 1 1
42.0624 2.33537 0.997098 0.361763 1 1 2
41.8718 2.32717 0.997531 0.314182 1 2 2
41.4298 2.29889 0.997331 0.339325 2 2 2
38.9966 5.83959 0.995917 0.513168 2 2 2
38.3686 5.74263 0.996051 0.497177 2 2 3
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The above results represent the effect of embedzhpgcity of 25%
and a different embedding sequence tested indidheesumber of bits

used in each pixel for embedding.

Figure (4.1) shows the original image, secret imatgEgo-image :

The secret image
(256x256)

The Stego image.png

The cover image.jpg

Figure (4.1) Original image, secret image, stego-image, andoStaggeof
SPK-G256.

The second test is SPK-G256-2: an image of (MyliBavalry) was
chosen as a secret image with gray- level, 256%2@, and 8 bit depth.
The results, which represent the embedding capatibp% are shown in
the Table (4.2):

Table (4.2) The results of embedding ( 256*512 ) gray-leverseimage
into (512x512) RGB cover image — SPK model.

Bits per channel

No. of bit
its used

77

R G B A
44.2688 1.25441 0.998173 0.225071 1 1 1 1
42.7947 2.23184 0.997292 0.335991 1 1 1 2
42.3101 2.45509 0.997128 0.351263 1 1 2 2
41.6418 2.32717 0.997586 0.414182 1 2 2 2
41.2208 2.45489 0.997121 0.439325 2 2 2 2
38.5876 5.71145 0.995317 0.611147 2 2 2 3
38.3339 5.60996 0.995922 0.510933 2 2 3 3
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Figure (4.2) shows the original image, secret imamsd stego-image

obtained from embedding process :

The secret image
(256x512)

The cover image.jpg The Stego image.png

Figure (4.2) Original image, secret image, stego-image of SPR&s2

In the third test SPK-G512, an image of a militarie, gray-scale
image with the same size of cover image (512*5%23hosen to test the
system at the capacity of 100%. Table (4.3) shdwsrésults of using a

secret image with the same size of the cover image.

Table (4.3) The results of embedding (512*512 ) gray-levelseinage
into (512*512) RGB cover imageSPK model

used

R G B A
38.1995 4.48968 0.992183 0850788 1 1 L1 1
36.5257 9.35152 0.98726 14116 1 1 1 2
I 358006 9.42559 0.987377 139049 1 1 2 2
35.346 12.1527 0.987593 oo N N 2 2
D ss0255 11.1411 0.9873 141145 2 2 2 2
o 330036 23.8395 0.982912 210169 2 2 2 3
32,1526 23.8505 0.983247 206615 |2 2 3 3

Figure (4.3) shows the original image, secret imamed stego-image
generated by the embedding process :
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The stego image.png

The secret image
(512x512)

The cover image.jpg

Figure (4.3) Original image, secret image, stego-image of SPRA55
2. Color secret images

For this test SPK-R256, An image of a secret wedparmsed as a
secret image with size of 256*256, bit-depth of \R4h color space of
RGB. Table (4.4) shows the results obtained fronbetding the secret

image into the cover image.

Table (4.4) The results of embedding ( 256*256 ) color seitnetge into
(512*512) RGB cover image — SPK model.

Bits per channe
PSNR used

R G B A
44.3035 1.03381 0.998166 0.225544 1 1 1 1
42.9859 1.97912 0.99726 0.341068 1 1 1 2
42.4456 1.99928 0.997337 0.331875 1 1 2 2
41.8316 2.79623 0.996897 0.398254 1 2 2 2
41.7393 2.33826 0.997176 0.360535 2 2 2 2
39.5335 5.7229 0.995589 0.554817 2 2 2 3
38.5757 5.81397 0.995624 0.551746 2 2 3 3
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Figure (4.4) shows the original image, secret imagd stego-image :
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No. of bits

The secret image
(256x256)

The cover image.jpg

The Stego image.png

Figure (4.4) Original image, secret image, stego-image of SPRER2

To test the system in the capacity of 50%, in #s EPK-R256-2 a

color secret image is used of 256*512 size.
Table (4.5) shows the results obtained from thst te

Table (4.5) The results of embedding ( 256*512 ) color seitnetge into
(512*512) RGB cover image — SPK model.

used

Figure (4.5) shows the original image, secret imagel the stego-image

obtained from embedding process :

80

R G B
44.3353 1.25648 0.998181 0.225066 1 1 1
42.6461 2.24865 0.997851 0.334551 1 1 1
42.2846 2.46001 0.997114 0.350982 1 1 2
41.5374 2.35541 0.997422 0.414182 1 2 2
41.1049 2.45151 0.997121 0.439325 2 2 2
38.3472 5.71866 0.995517 0.624344 2 2 2
38.2775 5.73477 0.995878 0.516289 2 2 3

Bits per channe
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The secret image
(256x512)

The cover image.jpg

The stego image.png

Figure (4.5) Original image, secret image, stego-image of SPRER2

For testing the system in the capacity of 100%hetest SPK-R512
a color secret image is used of 512*512 size (Hmessize of the cover

image).
Table (4.6) shows the results obtained from that te

Table (4.6) The results of embedding ( 512*512 ) color sengige into
(512*512) RGB cover image — SPK model.

Bits per channe

No. of bits
used

used

R G B A
38.1553 4.73063 0.992192 0850731 1 1 1 1
36.4582 9.74084 0.98704 1.43308 1 1 1 2
“ 35.7322 9.94222 0.98712 1.41737 L Ll 2| 2
35.2427 12.5415 0.987048 1.44532 1 2 2 2
“ 34.933 11.6965 0.986863 1.45187 21z 2| 2
“ 32.9779 24.2012 0.98271 2.12202 2 2 2 3
32.1398 24.2739 0.98308 2.08162 2 2 3 3

Figure (4.6) shows the original image, secret image the stego-image

obtained from the embedding process :
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The stego image.png

The secret image
(512x512)

The cover image.jpg

Figure (4.6) Original image, secret image, stego-image of SPKZR5

4.3.2 Results of AES model
1. Grayscale secret images

In the test given a code name of AES-G256, an inage S400
rocket system ) was chosen as a secret image wath (gvel, 256*256
size, and 8 bit depth. The results are shown iT#ide (4.7) :

Table (4.7) The results of embedding ( 256*256 ) gray-leverstimage
into (512*512) RGB cover image — AES model.

Bits per channel
used

Figure (4.7) shows the original image, secret image stego-image :

82

R G B
44.0745 1.19667 0.998176 0.224758 1 1 1
42.8201 2.27554 0.997124 0.357586 1 1 1
42.8214 2.33537 0.997098 0.361763 1 1 2
42.8248 2.32717 0.997531 0.314182 1 2 2
41.3613 2.29889 0.997331 0.339325 2 2 2
38.7408 5.83959 0.995917 0.513168 2 2 2
38.7436 5.74263 0.996051 0.497177 2 2 3

W W NN NN P>
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The secret image
(256x256)

The cover image.jpg

The Stego image.png
Figure (4.7) Original image, secret image, stego-image of AES652
The second test AES-G256-2 is a secret image widly-gevel,
256*512 size, and 8 bit depth. The results are shiavthe Table (4.8) :

Table (4.8) The results of embedding ( 256*512 ) gray-leverseimage
into (512*512) RGB cover image — AES model.

Bits per channe
No. of bits
PSNR M SE NCC AD used
used

Figure (4.8) shows the original image, secret imate stego-image

obtained from embedding process :

83

R G B
44.1656 1.25441 0.998173 0225071 1 1 1
42.806 2.24565 0.997297 0336273 1 1 1
“ 42.7864 2.33814 0.997051 0.371763 1 1 2
42.7831 2.32995 0.997517 0.394195 1 2 2
“ 41.2154 2.31249 0.997323 0439145 2 2 2
“ 39.0408 5.84714 0.995908 0.513168 2 2 2
39.1159 5.62587 0.995911 0.510933 2 2 3

W W NN NN P>



Chapter Four Results and Discussion

The secret image
(256x512)

The cover image.jpg The Stego image.png

Figure (4.8) Original image, secret image, stego-image AES-G256-

In the test AES-G512, an image of a military sgey-scale image
with the same size of cover image (512*512) is ehds test the system at
the capacity of 100%. Table (4.9) shows the resflissing a secret image

with the same size of the cover image.

Table (4.9) The results of embedding (512*512 ) gray-levelsenage
into (512*512) RGB cover image AES model

Bits per channe
No. of bits
I used

R G B A
38.4088 4.48968 0.992183 0.850788 1 1 1 1
36.2904 9.35152 0.98726 1.4116 1 1 1 2
36.2925 9.42559 0.987377 1.39049 1 1 2 2
36.2951 12.1527 0.987593 1.39125 1 2 2 2
35.2007 11.1411 0.9873 1.41145 2 2 2 2
32.6629 23.8395 0.982912 2.10169 2 2 2 3
32.6664 23.8505 0.983247 2.06615 2 2 S 3

Figure (4.9) shows the original image, secret imatggo-image.

84



Chapter Four Results and Discussion

No. of bits

The stego image.png

The secret image
(512x512)

The cover image.jpg

Figure (4.9) Original image, secret image, stego-image AES-G512.
2. Color secret images

In this test which was given a code name of AES&2n image of
a secret weapon is used as a secret image witlfs2&6*256, bit-depth of
24 with color space of RGB.

Table (4.10) shows the results obtained from emibgdihe secret image

into the cover image.

Table (4.10) The results of embedding ( 256*256 ) color seitneige into
(512*512) RGB cover image — AES model.

used

Figure (4.10) shows the original image, secret enand stego-image.
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R G B
441877 1.03381 0.998166 0.225544 1 1 1
42.9572 1.97912 0.99726 0.341068 1 1 1
42.9612 1.99928 0.997337 0.331875 1 1 2
42.9828 2.79623 0.996897 0.398254 1 2 2
42.6136 2.33826 0.997176 0.360535 2 2 2
40.6552 5.7229 0.995589 0.554817 2 2 2
40.6573 5.81397 0.995624 0.551746 2 2 S

Bits per channel

W W NN NN PP
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The secret image
(256x256)

The cover image.jpg

The Stego image.png

Figure (4.10) Original image, secret image, stego-image of AES&R2

For testing the system in the capacity of 50%,hm test of AES-

R256-2, a color secret image is used of 256*51&. siz
Table (4.11) shows the results obtained from &8s t

Table (4.11) The results of embedding ( 256*512 ) color seitneige into
(512*512) RGB cover image — AES model.

e ----

Bits per channe
used

Figure (4.11) shows the original image, secret mnand the stego-image:
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R G B
44.2411 1.25759 0.998171 0.225098 1 1 1
42.7876 2.26884 0.997292 0.335991 1 1 1
42.7915 2.33801 0.997065 0.371785 1 1 2
42.9114 2.32956 0.997532 0.394236 1 2 2
41.2045 2.31231 0.997347 0.439178 2 2 2
39.2361 5.84702 0.995926 0.513199 2 2 2
39.0789 5.73477 0.995878 0.516324 2 2 S

W W NN NN P>
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The secret image
(256x512)

The cover image.jpg

The stego image.png

Figure (4.11) Original image, secret image, stego-image AES-R256-

For testing the system in the capacity of 100%thantest of AES-
R512, a color secret image is used of 512*512 @lze same size of the

cover image).
Table (4.12) shows the results obtained from #ss. t

Table (4.12) The results of embedding ( 512*512 ) color setneige into
(512*512) RGB cover image — AES model.

No. of bits
PSNR M SE NCC AD
used

Bits per channe
used

R G B A
38.2262 4.73063 0.992192 0850731 1 1 1 1
36.2246 9.74084 0.98704 1.43308 1 1 1 2
“ 36.3384 9.94222 0.98712 1.41737 Tl 1]z 2
36.5561 12.5415 0.987048 1.44532 1 2 2 2
“ 35.1617 11.6965 0.986863 1.45187 2l 2] 2| 2
“ 32.7261 24.2012 0.98271 2.12202 2 2 2 3
32.8414 24.2739 0.98308 2.08162 20 21 @ | g

Figure (4.12) shows the original image, secret eyamd the stego-image
obtained from the embedding process :
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The stego image.png

(512x512)

Figure (4.12) Original image, secret image, stego-image of AE3R5
4.4 Discussion of theresults

According to readings above, the test results aadiscussed from
the viewpoint of steganography three key requirdme(capacity,

invisibility, and security).
4.4.1 The capacity of the proposed system

The capacity is the amount of the data in a covage that can be
modified without relapsing the integrity of the ewvimage. The
embedding operation of the steganography systerdsnte maintain the
statistical and perceptual quality of the cover gma Capacity is
represented by the maximum amount of bits can Hdeedded in the cover

image without degrade the stego image quality.

The amount of the hidden data relative te #ize of the cover
image is known as rate of embedding or capdb6#]. The Rational
Embedding Capacity (REC) of the proposed systemaisulated by the
following formula:

_ S@ixp 0
REC = CCXN X 100% ...(4.5)

Where:
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S(i,j) : The number of pixels of secret image
C(i,j) : The number of pixels of cover image
p . No. of bits in each of secret image pixels
N: No. of cover bits used for embedding

To test the performance of the proposed systempraparison
between the proposed method and ref. [10, 16, B8,5%6] in term of
maximum embedded bits and from the results belbegn be seen that the

capacity of the proposed system has majorly imgove

For this purpose, a cover image is selected tchbgliena) image
(512x512) see Figure (4.13). Ref. [10] is a stegemghy based on spatial
domain and LSB substitution on PNG cover image guShamir method
for secret sharing to embed in alpha channel, f&#6] used LSB
substitution and RGBA color space for cover imag#, [55] used the
Reflected Binary Gray Code (RBGC), in the wavelindin, and ref. [56]
used BPCS in the frequency domain. Figure (4.14))stiates the

comparison among these techniques.

Figure (4.13) The cover image (Lena).
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Embedding Capacity in term of bits

1200000
1000000
800000
600000

400000

No. of bits embedded

200000

Methods

0

mRef. [10] m®Ref.[16] mRef.[55] MRef.[56] ™ Proposed Method

Figure (4.14) Comparison of capacity between the proposed methdd
other methods

The embedding capacity in term of percentage ispewed with the
percentage capacity reached by ref. [16, 55, 58, %4]. Ref. [57] used
chaotic map and Contourlet transform for embeddirige comparison is

listed in table (4.13):

Table (4.13) comparison of capacity percentage between theopemp
method and other methods.

The capacity of 100% is easy to define by (theitgbdf system to
embed a secret data of the same size of the conagye)). According to this
definition, a test designed to represent a reabd 0@pacity of this system,

using the same image for cover and secret image.

While the two images (cover and secret) are idahttbe successful
embedding and extracting with low distortion me#res system has 100%
capacity.
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Table (4.14) shows the results of objective testkigure (4.15) shows the
results of subjective tests

Table (4.14) The results of embedding ( 512*512 ) color secngige the
same image.

No. of bitsused PSNR M SE NCC AD
4 38.466 4.96884 0.992155 0.850075

The stego image The recovered
secret image

Figure (4.15) The cover image, the secret image, the stego inaagkthe

recovered secret image.

The comparison above is done using only 4 bits fconer image to

embed, while using more cover image bits incretdiszsapacity, where :
Capacity = C(i,j) X N ...(4.6)
Where:

C(i,j) : The number of pixels of cover image.

N: the number of bits of the cover image used tbesmn
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4.4.2 Theinvisibility of the proposed system

In this method, the message is hidden in the kggsificant bits of
image pixels. Changing the LSB of the pixels does introduce much
difference in the image. The secret data hiddethéenLSBs of the cover

image channels (Red, Green, Blue, Alpha).

The use of Alpha channel gives the advantages @kasing the
cover capacity as well as acts as a transparerk thascan handle a part
of secret data with very high efficiency and veswldistortion of the stego
image. The tests above done using the 4 channdfe afover image with
various channels LSB changing to use the maximyraaty that the cover
can handle, although the increasing of LSBs use@ases the distortion of

the stego image as a trade-off.

The subjective test of the stego image is very mamb test to show
the strength of the algorithm, while visual attabksefit from the ability of
human eyes to distinguish between noise and visatérns. Hence, the

presence of the secret information must be invediblthe human eyes first.

The results show that in the capacity of 100%,dis¢ortion of the
stego image becomes noticeable to the human eyescbyasing the
number of bits of the cover image used to embeglrEi (4.16) illustrate

the stego image by using different amount of csrto embed.
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Figure (4.16) The stego images obtained from embedding procelss w
changing the number of bits used to embed.

The techniques that can be used to measure thdegtatality or
imperceptibility of steganographic systems areedfrom one system to
another depending on the type of cover media usedldta hiding. For
instance, image quality represents a sign for tineletectability of
steganography system based upon image, whileifiéersay imply to the
existence of hidden data in a text based stegaplgrand thus lead to the

detection of hidden information.

Two types of perceptibility can be evaluated, thase fidelity and
quality. For Steganography system based upon im#duge,fidelity is
defined as " the perceptual similarity betwedée riginal cover image

and the stego image " [58].

However, attackers and most likely recipients, haweaccess to the
original cover image. In addition, steganographgtem should avoid
stirring the attention of any unauthorized persorthe process of secret
communication and therefore, the stego image margé lof a very high
quality. Therefore, the image quality is the foodisnterest of most of the
steganography techniques so as to avoid raisingcsoiss and thus avoid
hidden data detection.
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However, although the PSNR and MSE are by defmitioelity
metrics, they are also a widespread consideredtyumaétric. Therefore, a
high quality image necessitates a high PSNR vahe thus, the cover
image and stego image are broadly similar and datifferentiate between
them. Accordingly, “Fidelity” is defined as" themeptual quality of stego
files and therefore PSNR and MSE describe how iogpible the secret
message is "[58]. Hence, the higher the qualitgtefjo images means the
higher the imperceptibility of the steganographgteyn. Therefore, testing
the quality of stego image is a significant meastoeevaluate the

efficiency of the steganography technique [59].

To evaluate the performance of the proposed teaknig term of
invisibility, a comparison between the proposed huodt (with the two
encryption methods ) and ref. [11, 16, 57, 60,64 been shown in figure
(4.17). For this purpose, a cover image is seletddae the (Lena) image
(512x512) and hiding capacity is 25%. Ref. [13&isteganography based
on integer wavelet domain, ref. [60] used BPCS dtefte-based image,

and ref. [61] used the Intermediate Significantf8anes.

PSNR of Different Methods

Method

50
45
40
35
30
2

PSNR in dB
w

2

o

1

(€]

1

v O

o

HRef. [11] mRef. [16] Ref. [57] ™ Ref. [60] mRef.[61] Proposed SPK M Proposed AES

Figure (4.17) The comparison of PSNR between the proposed syatem
other methods.
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The above tests shows there is slight differencavden the
statistical results of the two algorithms (SPK ahS), this difference
occurs because in AES algorithm there is a 128dyitadded to the secret
information and embedded with the secret data, #igodifference in

processing the two algorithms make this minor défifce happened.
4.4.3 The security of the proposed system

The embedding algorithm is considered a securbafémbedded
data cannot be reveled after detection by an attzted on a full
knowledge of the embedding algorithm and the kndggeof at least one

stego image.

According to that, the security of the proposedeaysis the security
of the encryption algorithm used.

Two algorithms used for encryption, one is SPK #mel other is
AES. The results show that there is a little ddéfere between the two
algorithms in term of (invisibility), while theresino difference in term of

capacity.

Although the security of AES is much higher tharKSBut time
consuming of SPK is much lower than AES.

Table (4.15) summarizes the effects of the two rdlygms on the proposed

system performance.

Table (4.15) The differences between SPK and AES effects on the
proposed system.

TheTerm

Invisibilty Higher Lower
Capacity The same The same
Security Very low Very high

Time consuming Lower Higher
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AES rather than SPK provide a high degree of tloairgg to the
system where SPK is only 2 bits key length, whileSAis 128 bit length.

In fact there are no possible attack on AES bekian brute-force
attack. Assuming a computer that tries all posskielgs at the rate of one
billion keys/second. In this case, the attackef mséled about 10 000 000
000 000 000 000 000 (10 billion trillions) yearstty all possible keys for
the version AES-128 [62].

The way that the AES encrypt the secret imagedlsss a degree of
invisibility and robustness beside the high degréeecurity, where the
extracted encrypted image (in the case of detecaod successful
extraction) is looking like a random image (or grsficant data) while
there is no sign that the extracted image is dgtumlsecret encrypted
image. The attacker cannot distinguish betweenetieypted image and
any randomized pixel's values image. Figure (4€l&ws an encrypted
secret image which is it not a thing only a randaurels and cannot say it
IS a secret image or just a random piece of thackdd image (stego

image).

Figure (4.18) Encrypted secret image.
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Chapter Five

Conclusions and Suggestions for Future

Work

5.1 Conclusions

1.

The following remarks can be concluded from this work:-

From the results obtained from the cover image and different type of
the secret message, the stego image is obtained with very close
properties to the original cover image and the correlation is very
close to one so it is so difficult to distinguish between them. These
are considered as good results which show the robustness of the
proposed agorithm to be achieved for data hiding on image.

Alpha channel position in the pixel with the pattern R-G-B-A makes
it the Least Significant Byte, this situation makes it very suitable for
embedding, that is, Alpha channd is a transparent channel and acts
as a hidden layer of the pixel, so it can handle 3 bits without any
distortion in the image.

The use of the Alpha channel aone gives very good results in
undetectability but not in capacity, where the capacity of the cover
image will be no more than 25%. Using the other channels Red,
green, and Blue in addition to the Alpha channel increases the
capacity of the image while maintaining agood invisibility.

The use of Bit-Plane dlicing shrinking the size of the data to embed,
that is, decreases the size of the secrete image and this increases the
capacity of the system and the ability to embed secrete data equal or
bigger than the carrier itself.
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5. The use of an encryption agorithm and the capability to control the
number of cover image bits used in embedded increases the security
of the system and adds the security factor as a third advantage of the
system beside the high capacity and the undetectability.

6. Using two encryption methods in this system, the ssmplest method
and the most complex method, is to show the flexibility of the
proposed system and adaptation of the algorithm with the very wide
range of encryption agorithms starting from the simplest one to the
most complex one. The proposed system can act as a block cipher or
a stream cipher depending on the encryption method without
affecting the capacity or the invisibility of the system.

7. The statistical test results show that there are little differences in the
term of invisibility between SPK and AES, while the subjective test
shows that there is no difference between the stego image obtained
from SPK model and the one obtained from AES model according to
human eye observation. The capacity is the same between SPK
model and AES model.

8. AES s superior to SPK in the security level and the size of the key,
but it is more complex and consuming more time than SPK.
However, the security level of an encryption system is more
desirable than its smplicity or its time saving. Although there are
some cases the use of SPK become more efficient as in the case of

embedding binary images or text.

5.2 Suggestions for Future Work

Suggestions for future research can be summarized by some points:

1. The implementation of this method is done in spatial domain.
Embedding technique can be done in frequency domain using one of

the transformation techniques.
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2. The Alpha channel added to the cover image is a non-pre-multiplied
Alpha, in future; a pre-multiplied Alpha can be used to increase
robustness with a suitable algorithm for embedding and extraction.

3. The algorithm can be developed to embed (image, text, voice) in the
same time using each channel to each type of secrete information and
the fourth channel carrying the embedding order or information about

the used pixels of the cover image.
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