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ABSTRACT

Recently, there is an increasing interest in the design of high-capacity optical
interconnects (OICs) for data centers to deal with the exponential growth of
traffic demand associated with advanced multimedia and internet of things
(1oT) applications. The design should incorporate different multiplexing
techniques to achieve terabit per second (Thbps) transmission. This thesis
addresses the challenges facing the design of Tbps OICs based on combining
multicore fiber (MCF) space-division multiplexing (SDM) and wavelength-

division multiplexing (WDM) techniques.

A MCF-based SDM optical interconnect is designed and built in
VPIphotonics 9.8 software environment. Each fiber core supports the
transmission of WDM system with each channel operated with dual-
polarization (DP) 16-quadrature amplitude modulation (QAM) format. The
effect of intercore crosstalk on the transmission performance of the OIC is
investigated under various link parameters, namely number of cores N,
number of WDM channels per core N, bit rate per channel Ry, , and fiber
length. Simulation results are reported for Ry, = 320 and 640 Gbps, N.= 7 and
19, and N, up to 96. The results reveal that 10-km and 5-km 19-core OICs
can support the transmission of 96-channel WDM system per core operating
with R, = 320 and 640 Gbps respectively, when the crosstalk level is kept
below -20 dB,. This leads to about 580 and 1160 Thps transmission capacity,
respectively. The investigation is then extended for longer OICs designed
with loss-compensated multi-span MCF. The results reveal that nonlinear
fiber optics degrade the transmission performance when the OIC length and
number of WDM multiplexed channels N, are large and therefore the

transmitter laser power should be optimized to achieve maximum reach.
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Notations

Symbols Notations
A Electric field amplitude
Acss Effective fiber-core area
aro Amplitude of the local oscillator field
ag Amplitudes of the cosine (I) of the carrier
BLink Optical bandwidth of the link
Bme Electrical message bandwidth
Bimo Optical message bandwidth
b, Amplitudes of the sine (Q) of the carrier
C Speed of light in free space
CT Intercore crosstalk
Co Core pitch
D Group-velocity dispersion
Af Channel spacing
Gy Optical booster amplifier gain
h Power leakage

I Optical power intensity

Ieo photodiode current



Igpn Photocurrent of the balanced photoreceiver

k Coupling coefficient

L Fiber length
L max Maximum transmission reach

M Modulation order

N, Number of cores

Nch Number of wavelength-division multiplexed channels
Nspan Number of spans

n Fiber-core refractive index

N, Number of adjacent cores

N, Fiber-core linear refractive index

N, Fiber-core nonlinear refractive index coefficient
Pt Transmitter laser power

R Bending radius

Rp Data bit rate
Ryt Total transmitted bit rate

Rs Symbol rate

R Photodiode responsivity

r Raised-cosine roll-off factor

S Fiber dispersion slope

o Linear power attenuation constant



B-
Bs

Second-order fiber dispersion parameter
Third-order fiber dispersion parameter
Fiber nonlinearity parameter

Optical wavelength

Optical radian frequency

\



Abbreviations

BER Bit Error Rate
BERy; Bit Error Rate Threshold
CD Chromatic Dispersion
CFR Carrier Frequency Recovery
CPF Carrier Phase Recovery
CwW Continuous Wave
DCF Dispersion-Compensation Fiber
DCN Data Center Network
DEMUX Demultiplexer
DSP Digital Signal Processing
DP Dual Polarization
FEC Forward Error Correcting Code
GVD Group-Velocity Dispersion
HMCF Homogeneous Multicore Fiber
HOM High-Order Modulation
I In-phase
ITU-T International Telecommunication Union- Telecommunication

Standardization Sector

LO Local Oscillator

MCF Multicore Fiber

Vil



MCFA Multicore Fiber Amplifier

MIMO Multi-Input Multi-Output
MMF Multimode Fiber
MUX Multiplexer
OA Optical Amplifier
OIC Optical Interconnect
PBS Polarization Beam Splitter
PBC Polarization Beam Combiner
PD Photodiode
PMD Polarization-Mode Dispersion
Q Quadrature-phase
SDM Space-Division Multiplexing
SMF Single-Mode Fiber
TDM Time-Division Multiplexing
TDE Time-Domain Equalizer.
WDM Wavelength-Division Multiplexing
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CHAPTER ONE
Introduction
1.1 Motivation

Recently, there is an exponential increase in data traffic demand to
cooperate with advanced applications such as Internet of Things (IoT), 5G
network services, and three-dimensional video transmission. This increasing
demand stands as one of the main challenges facing advanced optical
communication systems [1] and optical networks [2]. The current optical
transmission systems are based on different enabling technologies, such as
time-division multiplexing (TDM), wavelength-division multiplexing
(WDM), and digital coherent technology using digital signal processing
(DSP). An overview of capacity growth per fiber across the years is depicted
in Fig.1-1 [3]. The transmission capacity per fiber has reached 100 Tbps in
research, and 10 Thps in commercial systems. The above three major
technologies have led to increases in optical fiber transmission capacity by a
factor of more than 10° times over the past three decades. As the capacity
grows at an annual rate of 1.4 times, and is predicted to grow at an even faster
rate, research and development continues to target larger capacity. However,
around the year 2020, transmission capacity will supposedly reach the
theoretical limit over a single-mode fiber (SMF) of around 100 Thps [3].
Today’s optical systems have already implemented solutions on all the
available degrees of modulation freedom (namely: polarization, frequency,
phase, and amplitude). In fact the only unused dimension is space. Space-
division multiplexing (SDM) technique opens a new degree of freedom to

enhance the capacity of the optical transmission link by multiplexing the data
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Figure 1-1 Transmission capacity per optical fiber in research and commercial
systems [3].

in the modes of a multimode fiber [4], cores of multi single-mode core fiber

[5], or a hybrid of both multiplexing schemes [6].

To deal with this increasing traffic requirement, the new advanced optical
networks generally operate with hybrid multiplexing techniques based
on a combination of WDM and dual-polarization (DP) transmission (i.e.,
polarization multiplexing) [7] and supported by SDM [8]. The performance of
optical communication systems and optical networks incorporating SDM
technique may be degraded due to the presence of intermodal or/and intercore
crosstalk. Multicore fiber (MCF) crosstalk requirements per unit length are

fairly independent of the transmission distance in the context of modern

coherent optical communication systems [9].



Future Thbps data center optical interconnects (OICs) are expected to be
designed with a hybrid multiplexing technique based on MCF-SDM and
WDM. The transmission performance of these interconnects should be
addressed carefully for various system parameters such as transmission bit
rate, number of fiber cores, and number of WDM channels. The major
distance limitation may come from intercore crosstalk. These issues will be

addressed in this thesis.

1.2 Overview Optical Data Center Interconnect

Over the last few years, the exponential increase of the Internet traffic,
essentially driven from emerging applications (e.g., social networking,
streaming video, and cloud computing) has formed the requirement for more
robust warehouse data centers. These data centers are based on thousands of
high performance servers interconnected with high performance switches.
The applications that are hosted in the data center servers (e.g., cloud
computing applications, search engines, etc.) are extremely data intensive and
require high interaction between the servers in the data center. This
interaction creates the need for high bandwidth and low latency
communication networks between the servers in the data centers.
Furthermore, these data centers must comply with low power consumption
requirements in order to reduce the total operating cost [10]. As a result, a
scalable and efficient infrastructure for data center networks (DCNSs) are
required. Optical interconnects supported by high-order modulation and
multiplexing techniques could provide a perfect solution for this challenge.
The OICs between data centers could span anywhere from tens of kilometer
of terrestrial distances to thousands of kilometer of subsea routes. There are

two main data center interconnects [11] as shown in Fig. 1-2



Figure 1-2 Data center interconnect applications categories.

i. Intra-Data Center Interconnect: Intra-data center interconnect means
connections within the data center. It can be within one building or between
data center buildings on a campus. Connections can be a few meters up to
10 km.

ii. Inter-Data Center Interconnect: Connections between data centers from
10 km up to 80 km. Of course, connections can be much longer but most of
the market activity for inter-data center connect is focused on 10 km to

80 km, longer connections are considered metro or long haul.

Optical interconnects seem as a promising solution for the DSN offering
high bandwidth, low latency and reduced energy consumption. Several

schemes have been presented for the exploitation of the light’s high



bandwidth such as WDM. In the case of WDM, using separate wavelengths
that can travel simultaneously in the fiber providing significantly higher
bandwidth. The current demand for supporting data center applications has
been posing stringent requirements on short-reach transmission techniques.
To address the high capacity demand in DCNs, scaling up the fiber capacity
by SDM approach has been proposed to boost the single fiber capacity [12].

1.3 Literature Survey

In 2017, Butler et al. [13] assembled and tested short reach SDM fiber
transmission systems with up to 2 km distance using MCF. Systems with
combinations of various fibers, fan-outs cabling and connectors were
investigated .The results show that low loss and crosstalk were achieved on
MCF of 2 and 8 cores. Moreover, penalty-free bit error rate was obtained
from system operating with 0.2 km of 8-core fiber with fan-outs and up to 2

km in dual-core fiber.

In 2018, Yuan et al. [14] evaluated the benefits of MCF-based SDM
evaluations in term of maximizing the capacity and spatial efficiency of
DSNs. An analytical model for intercore crosstalk (CT) in bidirectional
normal step-index and trench-assisted MCFs was presented. A CT-aware core
prioritization scheme was proposed. CT-aware spectrum resource allocation
strategies were also developed to relieve the complexity of the CT-
computation. Several combinations of core mapping and spectrum allocation
algorithm were investigated for eight types of homogenous MCFs comprising

7-61 cores, three different multiplexing schemes, and DSN topologies.

In 2018, Yuan et al. [15] derived a wavelength-dependent crosstalk

calculation formula for bi-directional homogeneous MCFs with nonidentical



core pitches. They showed that highly dense 61-core hexagonal and 52-core
rectangular MCFs are the perfect candidates for small scale data centers with
few meter link distances. The 37-core hexagonal MCF achieved best results
for intra-cluster network and 19-core hexagonal MCFs can be utilized for

larger multi-cluster data centers.

In 2018, Yan et al. [16] investigated the relation between the blocking and
throughput in modular DSNs based on SDM. They combined the two metrics
linearly by a weight factor that prioritizes them relatively. To solve the
resource allocation problem, they proposed both mixed integer linear
programming formulations and close-to-optimal heuristics for three different
SDM switching schemes. The Simulation results explained that a carefully
chosen weight factor is necessary to achieve a proper balance between the

blocking probability and throughput for all the schemes.

In 2019, Sakaguchi et al. [6] demonstrated the feasibility of bi-directional
transmission over 13 km 39-core 3-mode fiber with a total of 228 spatial
channels. Aggregated intercore crosstalk was below -35 dB over C and L
bands. The feasibility of the proposed system was investigated using
bi-directional transmission of 10GHz band, 37.38 Gbps dual polarization-
quadrature phase-shift-keying (DP-QPSK) signals at 1550 nm using coherent

detection with a 6x6 multi-input multi-output (MIMO) equalizer.

In 2020, Zhang et al. [17] addressed enabling technologies for SDM-based
optical DCNs and provided an overview of related interconnect architectures,
components, and transmission options. The key technologies behind optical
multiplexers, demultiplexers, and switches for SDM OICs were presented.
The authors outlined that using high-order modulation format and WDM to

support high-capacity transmission in OICs are one of the main challenges



facing SDM transmission. Furthermore, combining WDM and SDM to
increase the capacity and flexibility of OICs may be a feasible approach for
extending the conventional WDM counterpart with the space domain. It was
stated that intercore crosstalk need to be considered for DCN links and the
transmission quality degradation can be reduced by heterogeneous MCF

deployment, in which this type of crosstalk can be significantly decreased.

In 2020, Mendinueta et al. [18] presented new opportunity for fast optical
switching networks based on SDM and coherent burst-mode technologies for
converged inter/intra data center and edge optical networks. The investigation
show that MCFs with low intercore crosstalk may be used with packet spatial
super- and core-joint SDM optical switches in a time-slotted network. The
two fundamental components of this network are the SDM fast optical switch
and the coherent burst-mode receiver. Two experiments were demonstrated
for such a switching network achieving a capacity of 53.3 Thps with 7 spatial
channels and DP-QPSK and a capacity of 83.33 Tps with 8 spatial channels
and DP-8PSK. Each spatial channel carries 64-wavelength WDM system. The
estimated bit rate per wavelength in the spatial channel is approximately 120
and 160 Gbps, respectively. Furthermore, 7-core 2km, 19-core 10km, and 19-
core 28 km were used to support the demonstration.

Summary of the related work is given in Tables 1-1. In general, these
references have mentioned that the performance of MCF-based SDM OICs
may be degraded due to the presence of interconnect crosstalk even for short
ones. Furthermore, they have suggested to make further investigation to
address the effect of OIC parameters on the transmission performance in the

presence of intercore crosstalk. These issues will be addressed in this thesis.



Table 1-1 Summary of the related work concerning the use of SDM in OICs operation.
NRZ: non-return-to-zero, OOK: on-off keying, DP-QPSK: dual polarization and
quadrature phase-shift-keying, PAM4: 4-level pulse amplitude modulation, PAMS: 8-
level pulse amplitude modulation.

Year No. of AP Fiber Bit Multiplexing | Modulator
Ref Cores Core Length Rate Type Type LI
' Modes g (Gbps) yp yp
2017 8 200 m _
Butler et al. 1 25 SDM NRZ Experimental
[13] 2 2 km
7 10 OOK
2018 19 100 DPFZSEASL;K ' :
Yuan 1 SDM-WDM Theoretical
etal. [14 OOK+
[14] 37 110 DAMA
61 300 PAMS8
7 >1 km 10 PAMS8
250-
2018 19 1000 m 100 OOK
Yuan et al. . 1 10-250 0 SDM-WDM [ DP-QPSK . Theoretical
[15] m PAM4
OOK+
61 <10m 300 PAMA
2019
Sakaguchi | 39 3 13km | 37.38 SDM DP-QPSK | Experimental
et al. [6]
2020 7 53300 DP-QPSK | Theoretical
Mendinueta 1 SDM-WDM and
etal. [18] 8 83330 DP-8PSK | experimental

Performance investigation

of SDM-based optical communication

systems has also attracted researchers in Iraqi universities. Few results have

been reported in the literature since the topic is relatively new. The results are

limited to multimode multiplexing in a single-core fiber to address high-

capacity long-haul transmission [19-21] and they are not related to datacenter

interconnect.




1.4 Aim of the Work

The aim of this thesis is to enhance the transmission performance of
optical data centers interconnects using SDM technique. A MCF with 7, 19,
and 37 cores having-single mode will be investigated for transmission link

supported by WDM technique.

1.5 Thesis Organization

The organization of this thesis is presented in five chapters including the
introduction given in chapter one. Chapter two contains background of SDM
with brief description of WDM and the required basics of high capacity OICs.
Chapter three presents design issues and configuration for Tbps MCF-SDM
OIC. Simulation Results for MCF-based SDM OICs are presented in chapter
four. The main conclusions for this work are given in chapter five along with

suggestions for future work.

1.6 Contributions and Limitations
1.6.1 Contributions

The main contributions of this work are

I. A new and comprehensive model for WDM/MCF-based SDM optical
interconnect has been developed in VPIphotonics software
environment. The model takes into account the effect of different
system parameters including number of fiber cores, number of WDM
channels per core, data rate per channel, modulation formats.

Ii. A new scenario has been proposed to estimate the maximum reach of

MCT-based SDM interconnects when intercore crosstalk exists.



lii. Theoretical model has been developed to design SDM interconnects
carrying Tbps data rate. This yield two new interconnects transmitting

583 and 1160 Tbps over 10 and 5km, respectively.

1.6.2 Limitations
The main limitations of this work are

I. Scarcity of advanced optical network Lab in Iraqi universities to
demonstrate the main concepts and findings of this work.
Ii.  VPIlphotonics software is high-cost and therefore a demo version is

used to obtain the simulation results.
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CHAPTER TWO
High Capacity Optical Data Center Interconnects

2.1 Introduction

Background topics related to the work being concluded in this thesis are
presented in this chapter. A brief overview of pulse propagation in single-core
fiber interconnects is given to introduce the main optical physical parameters
of the link. The primary concepts of amplitude quadrature modulation (QAM)
and wavelength-division multiplexing (WDM) are also briefly explained. A
detailed description of space-division multiplexing (SDM) technique is then
outlined as a promising way of increasing the fiber transmission capacity in
optical interconnect (OIC). This chapter also gives a brief picture of intercore
crosstalk in multicore fiber (MCF) since it plays a key role in determining the
transmission capacity of SDM-WDM OIC.

2-2 Pulse Propagation in Single-Core Fiber Interconnect

The conventional high-speed OIC is usually designed using a single-core
fiber having single-mode propagation characteristics. The pulse propagation
through this OIC is governed by linear mechanisms, namely attenuation and
dispersion, and nonlinear mechanism coming from nonlinear fiber optics. The
dynamic evolution of the propagating pulse is described by the nonlinear

Schrodinger equation [22]
i 2 3
Zra+ 20 B0 4124 (2.1)

2 8z2 6 9t3

where the OIC is assumed to be extended along the z axis. Furthermore,

11



A= Electric field amplitude of the pulse which is a function of distance z and
timet (i.e., A (z,t).

o = Linear power attenuation constant of the OIC (unit = km™).
B, and ;= Second-and third-order dispersion parameters of the OIC
vy = Nonlinear parameter of the OIC.

The OIC propagation loss comes mainly from intrinsic absorption,
extrinsic absorption, and scattering. For an OIC of length L, the output power

P,.¢ IS related to the input power P, by [23]
Poyt = Ppe™ (2.2)

The total link loss measured in decibels is given by 10log(P:n/Pout)
= [10loge]al =4.34al. Thus the loss parameter of the link measured in

dB/km is given by
agg = 4.34a (2.3)
where the linear power-attenuation parameter « is measured in km™1.

The dispersion in single-mode fiber (SMF) comes mainly from the
material dispersion characteristics where the refractive index n of the core is
frequency dependent. The parameter n affects the phase propagation constant
B of the travelling wave in the link. To illustrate this, consider a wave of
single-radian frequency w is traveling across the link, then its electric field

a (z,t) can be expressed as [24]

a(z,t) = A(zt) cos(w t + B(w )z) (2.4a)
where
Blw) =T = o) (2.4b)

12



where A is the optical wavelength, c is the speed of light in free space. In

addition, w = 2nfand f = c¢/A is the optical frequency measured in Hz.

When an optical carrier of frequency w, is modulated by the electrical
information signal, the modulated optical spectrum generally contains
different spectral components around w,. Therefore, it is useful to expand

B(w) in Taylor series around the unmodulated carrier frequency w, [22]
Blw)=Po+ (@ —wo)f+5(@ —wo) *p +5(@ —wo) *Par. (253)
where 3, = B(wq) and
B = (5L g m=1,2, .. (2.5b)

The 2nd- and 3rd-order dispersion parameters [, and 5 are usually
expressed using engineering parameters, namely group-velocity dispersion
(GVD) D and dispersion slope S = dD/dA [23]

2
D= % B, (2.6a)

5= (2 5+ (25 oo

A signal-channel OIC usually operates at 2 = 1550 or 1310 nm [25]. The
1550 nm wavelength corresponds to the minimum-attenuation wavelength of
silica SMF. In this wavelength, a ;5 = 0.2 dB/km and D = 17 ps/(nm.km).
The 1310 nm-wavelength operation is characterized by almost negligible
GVD (D= 0) and relatively high loss (azz = 0.35 dB/km).

The nonlinear parameter y in eqn. 2.1 is related to Kerr effect which
describes the dependence of the medium refractive index on the optical power

intensity | in the medium. The refractive index of the silica fiber core depends

13



on the intensity of the optical wave passing through it. Under Kerr effect,
n(l) = notny | where nq is the low-intensity refractive index of the silica and n,
is its nonlinear refractive index coefficient. The parameter y is related to n, by
[24]

_ wny
o CAeff (27)

where Ag is the core effective area of the OIC.

2.3 High-Capacity Optical Interconnects

Different ways have been reported in the literature to modulate and
multiplex channels to increase the transmission capacity of OICs. These ways
stand heavily on hybrid amplitude/phase modulation formats and different
multiplexing techniques in the polarization, frequency, and space domains, as
shown in Fig. 2-1 [25]. Brief description of these ways is given in Sections
2.3.1-2.3.4.

WDOM

WDM with Polarization
Multiplexing

X Pol
AR

y 7%

Single-mode fiber

(nm)
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Mut-maode fiber

Multicare fiber

Im (Ex) /ti. (Ex)
Re (Ex) ( \|'/I ;Ru (Ex)

QPSK 8-QAM 16-QAM

Figure 2-1 Ways to modulate and multiplex channels to increase system
capacity in optical transmission [25].
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2.3.1 High-Order Modulation Formats

High-order modulation (HOM) uses M discrete symbols to carry the data
and each symbol has log, M bits [26]. For example, M = 2 (i.e, binary) and
M = 16 yield 1 bit and 4 bits per symbol, respectively. Generally, M-QAM
signaling is used in advanced OICs where M discrete symbols are transmitted
and the data are embedded in both in-phase (1) and quadrature-phase (Q) of
the carrier leading to QAM signaling. Figure 2-2 shows the constellation

diagram of 16-QAM signals where each symbol carrier log, 16 = 4 bits.

Q __ Scatterplot
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> | 3 y 8 - - -
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0010 0110 1110 1010
W L v )
-FPhise
(a) (b)

Figure 2-2 16-QAM constellation diagrams. (a) ideal at the transmitter side

(b) example at the receiver side.

2.3.2 Dual-Polarization Multiplexing

In dual-polarization (DP) multiplexing, the transmitter laser field is
splitted into two orthogonally polarized components and each component is
modulated by half the data. Thus DP system transmits two parallel channels
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in the link leading to double the transmission bit rate compared with the

single-polarization counterpart [27].

2.3.3 Wavelength-Division Multiplexing

The WDM is based on dividing the optical frequency domain into many
slots and each slot is dictated to one channel. The WDM systems transmit
parallel N, optical channels in parallel in the link using N, frequency-
separated laser sources [7] as shown in Fig. 2-3. Therefore, the capacity of
WDM system equal N, X capacity of the single channel while using the
same speed of electronic interfaces. WDM-based OICs usually operate either
in the C-band (1530 - 1565 nm), i.e., 1550 nm-region, or O-band
(1260 — 1360 nm), i.e., 1310 nm-region.

Ay Ay
<
Az = P As
™X2 [——> E Ay .. A, = Rx2
=5 =
s = = :
° 2 o =
/1)1 - Q Ali
Txn % Rxn

Tx: Transmitter Rx: Receiver

Figure 2-3 Concepts of wavelength-division multiplexing (WDM) communication
system.
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2.3.4 Space-Division Multiplexing

In SDM, the OIC uses the modes of multimode fiber and/or cores of
multicore fiber (MCF) to enhance its transmission capacity [6, 17]. Using
N.-core fiber and each mode of they N,,, modes in each core is used to carry
one channel (single-or WDM system) will enhance the OIC capacity by

N,,N. compared with a single-core single-mode counterpart.

The symbol rate Ry (i.e., total transmission bit rate R,y divided by number
of bits carried by each symbol) of advanced OICs is limited by the speed of
used electronics. Symbol rates up to 50 giga symbol per second (GSps) have
been already reported in many experimental and implemented links. Many
research groups are working to increase R toward 100 GSps. Table 2-1
shows how the capacity of MCF-base SDM OIC is affected by the number of
fiber cores N. when R =50 and 100 GSps. Each core supports a single-mode
operation and carries N,-WDM system with DP-16 QAM signaling. Results
are given for OICs designed with N.= 1, 7, 19, and 37, usually used in
homogeneous MCFs, and for values of N,=48 and 96. Note that the product
N N. plays a key role in determining the capacity of the interconnect. When
R,= 50 GSps, the 10 Tbhps OIC should be designed with N,N.= 25. In this
case, 7-core OIC operating with 4-ch WDM system per core can support the
required design. The 100 Thps OIC requires N.;,N.= 250 and can be designed
with 7-core and 36-ch WDM per core system. The 100 Thps OIC can also be
designed with 19- and 37-core fibers when each core carries 16- and 8-ch
WDM systems, respectively. Note that N, = 2™ are usually used in WDM

systems.
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Table 2-1 Total transmission bit rate of SDM-OICs designed with MCF and assuming

DP-16QAM signaling.

Total Transmission Bit Rate (Tbps)
NUmberlor R =50 GSps Rs= 100 GSps
Cores 48-Ch WDM 96-Ch WDM 48-Ch WDM 96-Ch WDM
1 19.2 38.4 38.4 76.8
7 134.4 268.8 268.8 537.6
19 364.8 729.6 729.6 1459.2
37 710.4 1420.8 1420.8 2841.6

2.4 Optical Space-Division Multiplexing Techniques

Nowadays the term SDM is taken to refer to multiplexing techniques that
establish multiple spatially distinguishable data pathways through the same
fiber. SDM emerged as a solution to the bandwidth exhaustion issue of optical

transmission systems to further increase fiber efficiency or spatial capacity.

One of the basic transmission medium of the OICs for data center is a
SMF, which has only one waveguide (core) supporting a single-waveguide
mode operation. In optical fiber transmission, to increase the achievable data
throughput and also to encourage energy and resource savings, hardware
integration, and joint signal-processing, three SDM schemes have been

proposed. These are [28]

I.  Mode-division multiplexing (MDM) using multimode fibers (MMFs)
where a single strand of fiber has one core with sufficiently large cross-

section area to transmit different signals across the single core.
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1i.  Core multiplexing using MCF, by combining multiple cores within a
single cladding.
li.  Hybrid of MCF and multimode multiplexing. In this case, each core of

the MCF supports multimode operation.

Types of optical fiber which are mentioned above can be seen in
Fig. 2-4. The cladding diameter of SMF is about 125 um with a small core
diameter of between 8-10 um. Adapting the increasing number of modes in
MMF; core diameter is around 50-100 um. In MCF, the cladding diameter
appears to be large typically 200-300 um to contain multiple cores inside.
Modal dispersion in MMF and intercore crosstalk (CT) in MCF are the key
challenge restricting the increase number of cores or modes in fiber,

transmission distance and the sum of data it transfers [29,30].
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Figure 2-4 Types of optical fibers used in optical communication. The core diameter of
SMF and MMF are around (80-10 um) and (50-100 um), respectively.

2.4.1 Multimode Fiber

MMF is an optical fiber which supports many of transverse guided modes.

It is designed to transmit multiple light rays or modes simultaneously, each at
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a slightly different angle of reflection within the data transferred optical fiber
core [31]. At different angles relative to the optical fiber axis, the light rays
from the source enter the fiber core. The rays entering with a smaller angle
will pass through the fiber along a more direct path in comparison to rays
entering with a greater angle and will reflect many more times during
propagation. Thus, each mode can follow a different optical path inside the
optical fiber. Consequently, the time it takes to arrive at the end of the fiber
varies depending on the mode. This is known as differential mode group
delay. As a result, the non-simultaneous arrival of the various signal
components deforms the shape of the originally transmitted signal. The fiber's
refractive index profile greatly impacts the velocity of the different
propagation modes, causing modal dispersion. The way to deal with such
Issues is to compensate those impairments through heavy multi-input multi-
output (MIMO)-digital signal processing (DSP) to separate each mode when
they are received on the receiver side [32]. For the aforementioned reasons
MMF operate efficiently in short distances, such as within a building or on a
campus. In theory, few-mode fiber is the same as MMF but is manufactured
to allow the propagation of fewer modes (2-4 modes), therefore lightening the
DSP load at the receiver end and making long-distance communication
possible [33]. Each of these mode carriers it is own data leading to multimode
SDM as shown Fig. 2-5.

2.4.2 Multicore Fiber

MCF is a type of fibers that contains multiple cores in one common
cladding as shown in Fig. 2-6. The number of cores varies inside the cladding

depending on the design parameters taking into consideration. With MCFs,
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Figure 2-5 Principle of multimode-based space division multiplexing.

not only core design, but the number of cores, the core layout, the outer
cladding thickness (the minimum distance between the middle of the outer
cores and the cladding-coating interface), and the cladding diameter can be
optimized from the optical and mechanical properties perspective [34]. Figure
2-7 exhibits seven-core MCF and it is chosen here to introduce the primary
parameters considered on MCF. The configuration of this particular MCF is a
core at its center and six outer cores equally separated from the center. Each
core has its own diameter, the distance that separates two adjacent cores is

called core pitch.

According to the core pitch, MCF is classified into two types: the
uncoupled core and the coupled core. The second type allows high coupling
between signals that transmit in adjacent cores, thus showing large amounts of
crosstalk interference even after a few meters. In that case, receiver side usage
of MIMO-DSP is inevitable [35].
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Figure 2-7 Cross-sections of seven-core MCF.

In the sense of the spatial homogeneity of the MCF structure, one can

differentiate between a homogeneous MCF (HMCF) and a heterogeneous
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MCEF. In the first case, all cores have the same refractive index profile, while
in the second case, the MCF consists of at least one core with a different
refractive index profile [36, 37]. HMCF with a hexagonal arrangement is
widely used in research experiments and trials. The basic characteristics of
HMCF are that the core pitch between any two adjacent cores is the same
following a triangle lattice and all cores are made of the same material as
shown in Fig. 2-8. This kind of fiber has been described as the primary

enabler of SDM systems technology.

7-core MCF

Figure 2-8 Examples of homogeneous multicore fiber.

The number of cores that can fitting in a fiber is calculated by this

centered hexagonal number order series
Number of cores=3 XM x (M—1) +1, M=1,2,.. (2.8)

The first few hexagonal digits centered are 1, 7, 19, 37, 61, 91, 127, 169,
217 ...[32].
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The most critical limitation in MCFs is the intercore crosstalk (CT) that is
the amount of "leaking" optical signal power from neighboring cores to a
different one, creating interference with the already propagating signal there.
The crosstalk phenomenon derives from the disparity in the number of
adjacent cores closest to it [38]. Figure 2-9 shows that the inner core, which
includes the largest number of neighboring cores, is suffered by the crosstalk
most, whereas the outer cores contains the smallest cores and the few
crosstalk, assuming that all cores have equivalent signal power. Crosstalk is
produced dominantly when signals are transmitted in adjacent cores with the
same wavelengths. The maximum numbers of cores and the core arrangement
have to be carefully determined based on the required CT considering a
modulation format to be used in the transmission and the target effective area
size. BER of 107 is < 1 dB, when the crosstalk is < -18 dB for QPSK, -24 dB
for 16-QAM, and -32 dB for 64-QAM [39]. MCF is considered to be the most
feasible and effective way to realize SDM networks. Its implementation
within data centers seems to be highly likely as the issue of CT is not serious
over short link lengths (< 1 km) relative to that of long-haul transmission
[14].
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Figure 2-9 Crosstalk between the neighboring cores in MCF.
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CHAPTER THREE

Design Issues and Configuration for Tbhps MCF-SDM Optical
Interconnect

3.1 Introduction

This chapter addresses design issues and configuration for data center
optical interconnects (OICs) designed using a hybrid of multicore fiber
(MCF)-space division multiplexing (SDM) and wavelength-division
multiplexing (WDM) techniques. Each core carries dual polarization (DP) 16-
QAM modulation WDM signals. For the purpose of comparison, single-core
OICs designed with a single channel or with 16, 24, and 96 WDM channels
are investigated here assuming 320 Gbps per channel data rate. Simulation

results are obtained using VPIphotonics 9.8 software (see Appendix A).

3.2 Design Concepts for SDM-WDM-DP Interconnect

This section gives design guidelines and brief configuration description of
the OIC under investigation. The interconnect uses a multicore fiber; each

core supports a single-mode propagation and carries a WDM-DP signal.

3.2.1 Design Guidelines

If the cores transmit identical number of WDM channels N, and each
channel carries the same bit rate Ry, then the total transmitted bit rate Ryt

through the link is given by

Rpr = NcNey Ry (3.1)
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where N is the number of cores sharing data transmission. If the WDM
system in each core operates with Af channel spacing, then the used optical

link bandwidth By, can be computed by
Brink = NcpAf (3.2)

The spectral efficiency of the link " SE" can be estimated using the following

expression
SE = Ryr/BLink
= N R, /Af (3.3)

Note that the spectral efficiency increases linearly with number of cores and it

is independent of number of WDM channels N, in each core.

The symbol rate R corresponding to a dual-polarization WDM channel is

given by
Ry = Ry/2Log,M (3.4)

where M-ary quadrature amplitude modulation (M-QAM) format is assumed
for signaling. Note that there is 2 in the denominator of egn. 3-4 since Ry, is
the channel bit rate carries by both polarization components. To ensure
negligible intersymbol interference (ISI) among the transmitted symbols in
each channel, the symbol pulse shape at the input of the receiver decision
circuits should have a raised-cosine (RC) spectral profile according to Nyquist
criterion. The electrical bandwidth of the transmitted symbol (message) B

depends on the RC roll-off factor r according to [40]
B = (1+T1)Ry/2 (3.5)

The ideal case of r = 0 corresponds to Nyquist filter which has an ideal
lowpass spectral characteristics. The other extreme case is when r = 1 which

gives a full RC spectral shaping and yields a message bandwidth equals R.
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The optical bandwidth of the message (i.e., the bandwidth of the
modulated optical carrier) B, can be estimated as 2B, since the QAM
modulator produces a double-sideband signal. To ensure negligible spectral
overlapping between successive WDM channels in the same core, the

following condition should be satisfied

Bimo < Af (3.6a)
This yields
Ry < Af/(1+47T) (3.6h)

The inequality 3.6a is useful for the operation of the optical demultiplexer
in the WDM-receiver side so that the required channel can be selected without

interfering from adjacent WDM channels.

Two values of channel bit rate Ry, are considered in this work, namely 320
and 640 Gbps. The corresponding symbol rates R are 40 and 80 Ghbps,
respectively, when DP 16-QAM signaling is used. The International
Telecommunication Union-Telecommunication Sector (ITU-T) has issued
different wavelength grids for C-band WDM networks with specific channel
spacing Af, such as 50 and 100 GHz [26]. These values of Af can be used to
implement the two WDM systems considered here, respectively, where the
RC roll-factor r is kept below 0.25 (see eqgn. 3.6b). Table 3-1 lists the total
transmission bit rate Ryt as a function of number of cores N and number of
WDM channels per core. Note that the capacity of the 19-core MCF exceeds
1000 Thps (= 1 Pbps) when 640 Gbps 96-channel WDM OIC system is used.

In the simulation presented in this thesis, the frequency of the central
WDM channel (i.e., the frequency of the unmodulated central laser) is set
to 193.1 THz which approximately corresponds to 1550 nm wavelength. The
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Table 3-1 Total transmission bit rate for 7- and 19-core MCFs as a function of
channel bit rate and number of multiplexed channels.

Number of Number of WDM .. .
mber Multiplexed Total Transmission Bit Rate (Tbps)
Channels per Core Ry, = 320 Gbps Ry, = 640 Gbps
24 53.76 107.52
48 107.52 215.04
7
72 161.28 322.56
96 215.04 430.080
24 145.92 291.84
48 291.84 583.68
19
72 437.76 875.52
96 583.68 1167.36

frequencies of other WDM channels spread above and below the central
channel frequency by multiple values of Af. When the number of WDM
multiplexed channels N, is even, the index of the central channel is taken
as 1+ (Ng,/2). This corresponds to 13, 25, 37, and 49 when N.,= 24, 48, 72,
and 96. The central channels in different cores are kept under observation

during simulation.
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The OICs investigated in this work is based on multicore SDM-WDM-DP
configuration and operate with 16-QAM signaling. Each OIC is labelled with
three indices, namely (N¢, N¢,, and (Rp)cnps) Where (Rp)enps denotes the
channel bit rate measured in Gbps. For example, the (7, 24, 320) interconnect
uses 7-core MCF, 24-channel WDM system per core, and each channel

carriers 320 Gbps data rate.

3.2.2 System Configuration

Figure 3-l1a shows a simplified schematic diagram of the SDM-WDM
OIC while detailed descriptions of the used subsystems are depicted in
Figs. 3-1b-d. An MCF amplifier (MCFA) is inserted after the optical SDM-
WDM transmitter unit to compensate the transmitter insertion loss and to
boost the power of the optical signal launched to the MCF link. For short-
length interconnect, no additional optical amplifier is used to compensate the
MCF loss.

3.2.2.1 Optical SDM-WDM Transmitter

The operation of the SDM-WDM transmitter can be explained with the
aid of the block diagram depicted in Fig. 3-1b. Here, a bank of continuous
wave (CW) semiconductor lasers is used and these lasers act as a source of
unmodulated optical carriers required for each of the core WDM system. The
number of these lasers equals the number of WDM channels per core and
their frequencies are separated by the channel spacing Af. The outputs of these
CW lasers are combined using a WDM multiplexer to produce an optical
waveform containing N, of equally-spaced unmodulated optical carriers.

The resultant waveform is split equally into number of components by using
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Figure 3-1 (Continued).

1: N, optical splitter. Each component acts as unmodulated WDM carriers’
source for a specific core. This optical component is then modulated by the
data to be transmitted by that core using “core WDM transmitter”. The input
and output ports of this unit are connected to SMFs. The outputs of the N,
WDM transmitters are coupled to the corresponding N.cores of the MCF
using SMF-MCF coupler.
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A simplified block diagram of the core WDM transmitter is illustrated in
Fig. 3-1c. The unmodulated WDM carrier’s component is split in the
frequency domain into N., unmodulated carriers (i.e., optical carriers) using
1: N, demultiplexer Each optical carrier is modulated by the corresponding
data for that channel of the given core using DP-QAM modulation format.
The modulated WDM carriers of each core are multiplexed and the resultant
waveform is applied to one of the ports of the SMF-MCF coupler. The
generated optical SDM-WDM signal is amplified by the MCFA before
launching it to the MCF.

3.2.2.2 Optical SDM-WDM Receiver

The fiber end is connected to the SDM-WDM receiver whose operation is
illustrated by the block diagram as shown in Fig. 3-1d. The first stage of this
receiver is a MCF-SMF coupler which acts as an interface between the input
MCF and N, output SMFs. Each out port of this coupler is connected to a
single-core WDM receiver which uses an 1: N, optical demultiplexer to split
the WDM signal received from the coupler output port into N, components
using frequency-domain filtering as shown in Fig. 3-1e. The data is recovered
from each demultiplexed channel using digital signal processing (DSP)-based
coherent DP-QAM demodulator.

The optical DP-QAM transmitter and receiver for each one of the
WDM channels are designed according to the block diagrams shown in Figs.
3-2a and b, respectively. The transmitter generates an optical polarization
multiplexed signal (i.e., DP modulated signal) using a pair of in-phase
quadrature-phase (1Q) modulators to independently modulate each of the
polarization component of the optical carrier wave. The transmitter uses a

linearly polarized CW laser with 45° polarization angle to ensure equal power
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in the two orthogonal polarization components. A polarization beam splitter
(PBS) splits the laser optical output into two equal-power and orthogonally
polarized CW components (X-and Y-polarizations). These two components
are applied to two identical QAM modulators used for the X-polarized and Y-
polarized channels. The binary data are applied to a binary-to-symbols
mapper which produces two groups of symbols (X-symbols and Y-symbols).
Each one of the symbol groups is used to derive one of the two QAM
modulators and therefor modulates the corresponding optical carrier
polarization component. The two generated modulated signals X-QAM and
Y-QAM are then combined using polarization beam combiner (PBC) to

produce the DP signaling format.

The DP-QAM receiver is a polarization diversity digital coherent receiver
and its operation is based on optical coherent quadrature receiver model. The
receiver uses a 45° linearly polarization CW local laser which acts as a local
oscillator (LO) and whose frequency should match the frequency of the
transmitter unmodulated optical carrier of that channel. For each one of the
WDM channels, the corresponding received (demultiplexed) optical
modulated carrier and the output of the channel LO are splitted into two
orthogonal polarized components using two separated PBSs. Two 90° optical
hybrids are used to combine the received signal and the LO field component,
in each polarization state. This 90° hybrid device acts as a 2 X 4 quadrature
optical hybrid. It combines two input signals (LO reference signal and
received signal) and generates four output optical signals with 90° phase shift.

The ideal transmission matrix of this hybrid is governed by [41]

Eyq 1 1
Ey; 11 -1 [Eil]

== . 3.7
Eos 2|11 j _ E;, (3.7)
Eoa 1 —j
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where Ej and E, denote the electric fields at the input and output ports of the
device, respectively. The first two outputs, E,; and E,, are applied to a
balanced photoreceiver (BPR) to generate the in-phase (I) component of the
detected symbol. The next two outputs E,; and E,, are applied to another

BPR to generate the quadrature-phase (Q) component of the detected symbol.

The BPR uses two identical photodiodes (PDs) to extract the mixing
component between the applied fields of the received signal and reference
signal (i.e., LO field). To illustrate this operation, let E;; = ag + jbg
represents the received symbol where ag and bg denote the amplitudes of the
cosine (I) and sine (Q) components of the carrier, respectively. Let E;, = a; g
represents the amplitude of the local oscillator field e;o(t) = aj cos w,t.

According to egn. 3.7
Eo1 = (as + ayo) + jbs (3.8a)
Eo, = (ag — ayo) + jbs (3.8b)

The PD generates a photocurrent Ipp proportional to the absolute value of
the incident field. Therefore, the two balanced PDs generate the following

pair of photocurrents

Ipp1 = R|Eo4|?
= Rla? + 2a,a;, + a?, + b?] (3.9a)
Ippz = R|Eq,|?
= Rla? — 2a.a;, + a?, + b?] (3.9b)

where R is the PD responsivity measured in A/W. The net photocurrent
generated by the BPR is given by

I; = Igpr1i = lpp1 — lpp2 = 4Rapa; (3.10a)
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In a similar way, one can show that the second BPR generates
the following net photocurrent as a response for the applied fields

Eo; and Eg,
lo = Ipprz = lpp3z — Ipps = 4Raypbs (3.10b)

Note that the photocurrents Izpr; and Izpz, are proportional to the 1 and Q
amplitudes of the received symbol, respectively, and the proportionality

constant depends linearly on the amplitude of the LO field.

The DP receiver uses four BPRs; two for each polarization to produce the
photocurrents I,x (I;y) and lgx (Ioy). Each of these four current waveforms is
then applied to a lowpass and shaping filter followed by an analogue-to-
digital convertor (ADC). The four digital currents are applied to a dual-
polarization digital signal processing (DSP) unit. This unit is used to perform
various DSP steps required in coherent single-carrier communication systems
utilizing single-polarization or dual-polarization modulation formats. The unit
is provided with a range of DSP algorithms to perform different procedures.

Among these procedures, which are used in this works are

(i)  Compensation of chromatic dispersion (CD) and polarization-
mode dispersion (PMD) of the fiber.

(i)  Carrier frequency recovery (CFR) and carrier phase recovery
(CPF).

(ili) Matched-filter equalization.

(iv) An adaptive multi-input multi-output (MIMO) time-domain
equalizer (TDE).
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3.3 Performance of a Single-Core Optical Interconnect

This section presents simulation results describing the transmission
performance of a single-core OIC supporting single or WDM channel
transmission. Results related to multicore fiber link will be addressed in
details in chapter four. The core carries 320 Gbps DP 16-QAM signal per
channel. Unless otherwise stated, the main parameters values used in the

simulation are given in Table 3-2.

The transmission link under observation consists of multi 100 km-loss
compensated span. Each span has 100 km-length single-core fiber cascaded
with 20 dB optical amplifier (OA) to compensate the fiber loss. A booster OA
Is inserted after the optical transmitter to compensate partially or completely
the optical modulator insertion loss and to enhance the level of the

optical power launched to the fiber.

The investigation starts by considering the special case where the single-
core fiber carries a single channel. Figures 3-3a-d depict the dependence of
the receiver BER as a function of transmitter laser power P, for 2-, 3-, 4-,
and 5-span OICs, respectively. The gain of the booster OA is set to 17.2 dB to
compensate the optical transmitter insertion loss. Investigating the results in

Fig. 3.3 reveals the following findings

I. Due to the fiber nonlinear optics, there is an optimum value of
transmitter laser power, (Pir)opx Which minimizes the BER. The
values of (P.1)op: are 4, 3, 4, and 2 dB when number of spans Ngpa, =
2, 3, 4, and 5, respectively. The corresponding BER= 1.7 x 107%,
6.4 x107%, 2.2 x 1073, and 4.6 x 1073, respectively.
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Table 3-2 Parameters values used in the simulation.

Subsystem Component Parameter Value Remark
laser power 5mwW
Central frequency 193.1 THz
RIS (BRI Channel spacing 50 and 100 GHz
Linewidth 100 kHz
Modulation format DP 16-QAM Optical IQ
Optical Vy 5V modulation based on
§I'[r)a|1\r/1|s\rilvlgtla\:l Modulation Insertion loss 6 dB Mach-Zehnder
Extinction ratio 35dB configuration.
Optical
Multip_lexer Insertion loss 5 dB (each) v?;\j:gu?geagr;rraai/iendg
/Demultiplexer
SMF-Multicore Insertion loss 0 Ideal
Coupler Coupling efficiency 100%
Gain 17.2 dB
Multicore Fiber le\ln?tlaseer gglcjtr)eres > :n?jBlg Gain controlled
Amplifier — mode of operation
Polarization Neglected
dependence
Number of cores 7 and 19
Length 10 km
Number of modes Single mode
Transmission Loss at 193.1 THz 0.2 dB/km
Link Group velocity
Multicore Fiber dispersion at 193.1 17 ps/(nm.km)
THz
Dlsplegsgllcin_rsllozpe at 0.075 ps/(nm?.km)
Nonlinear index 2.6x 10729 m*/W
Core effective area 80 um’
Multicore-SMF Insertion loss 0 Ideal
Coupler Coupler efficiency 100%
Laser power 5 mW
Local Lasers Central frequency 193.1 THz
Bank Channel spacing 50 and 100 GHz
Linewidth 100 kHz
SRR 90° Hybrid Insertion loss 0dB Ideal
Receiver . Responsivity 1 A/W
Pieieeiest: Dark current 0
. Order 4
Selipe Bandwidth Baud rate
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ii.  Assuming threshold BER, BERy, of 4.5 x 103 which corresponds
to 7% hard-decision (HD) forward error correcting (FEC) code
[42], then the 5-span OIC cannot give satisfactory transmission
performance when Pt = 0 dBm. In contrast, using Ngpa, less than 5

can support satisfactory transmission when P .+ = 0 dBm.

The next step is to assess the effect of booster amplifier gain G, on the
transmission performance of the single-core single-channel OIC. Figure 3-4
displays the relation between BER and the length of the transmission link L
when P .+ =5 mW (7 dBm) and assuming no booster amplifier is used. The
maximum transmission reach L., which yields BER = BERy,, is estimated to
be 195 km.

107! . : : : :
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L; 107 fﬁ
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R
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Transmitter Power Laser (dBm)
(a)

Figure 3-3 BER versus power laser transmitter for a single-core fiber carrying a single

channel for different number of link spans (a) Nspan=2 (b) Nspan=3 (C) Nspan=4 (d) Nspan=5.
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Figure 3-4 Variation of BER with transmission length for 320 Gbps DP 16-QAM single-
core single-channel OIC operating in the absence of booster amplifier.
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Figure 3-5 illustrates the dependence of L. on Pt in the absence of
booster amplifier. Note that increasing Pt from 0 to 10 dBm will increases
the transmission reach by 45 km. This to be compared with AP /o =
10/0.2 = 50 km, where o = 0.2 dB/km is the loss coefficient of the fiber at
1550 nm wavelength. This indicates that the OIC operates without nonlinear
fiber effect when designed to transmit one channel in the absence of booster

amplifier.
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Figure 3-5 Maximum reach versus transmitter power laser for 320 Gbps DP 16-QAM

single-core single-channel OIC operating without booster amplifier.

The simulation is carried further to investigate the performance of

a single-core WDM interconnect. Figures 3-6a-c display the maximum reach
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Lmax for different values of booster amplifier gain and assuming the number of
WDM multiplexed channels N, is equal to 16, 24, and 96, respectively. In
this simulation, P+ =5 mW, the central channel laser frequency = 193.1 THz,
and channel spacing = 50 GHz. Note that L. increases with booster
amplifier gain for all the three values of N,. An addition, note further as N
increases, L. decreases for the same value of P.t. This comes from the

effect of fiber nonlinearity.

3.4 Calculation of Intercore Crosstalk

This section presents the simplified mathematical framework supported

by numerical values for MCF intercore crosstalk and based on egns. 3.11 and

44



3.12 which describe the power leakage from core to core in MCF can be
expressed as [14, 39]

2k*R
h_

= %c

(3.11)

where

h = Power leakage (m~1)

k = Coupling coefficient (m™1)
R = Bending radius (m)

B = Propagation constant (m™")
C, = Core pitch (m)

In the unidirectional transmission, a homogeneous MCF's crosstalk level can
be calculated using egn. 3.12 [14, 39]

na(l—e_ZhL(na+1))

1+nge—2hL(na+1)

CT =

(3.12)

where

CT = Intercore crosstalk

n. = Number of adjacent cores
L = Fiber length

In decibel measure, CT (dB) = 10 Log CT. From egn. 3.13a, one can see that
the value of L corresponds to certain CT level is given by

N 1 ng(1+CT)
2(ng+1)h ng—CT

Ler (3.13a)

Note that CT=1W (i.e., 0dB) occurs when L = Ly 5
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1 2n
In—=2
2(ng+1)h ng—1

Loap = (3.13b)
Now consider the following two limiting cases corresponding to L >

Leritical OF L < L¢piticas Where the critical length is given by

Leriticar = 1/[2(na + 1)h] (3.13¢c)

Case I: L > L ritical

In this case, e 2PL(Ma+1) approaches zero and this leads to

CT =n, (3.14)

(i.e., CT > 0dB).

Case Il: L < Leyitical
In this case, e™2hL(Ma+1) ~ 1 — 2hL[(n, + 1)]. Then egn. 3.12 reduces

to

CT = Zna(na + 1)hL L K Lcritical (315)

Equation 3.15 reveals that the crosstalk increases linearly with L and has n,?
dependence.

Table 3-3 lists the calculated values of Lygg and Lcyitica; COrresponding to
four types of homogenous MCF designed with different core pitch C, and
bending radius R. The values of coupling coefficients k are taken from Ref.
[32] and the propagation constant 8 is calculated from = 2mtn/A where n is
the core refractive index. At A=1550 nm, n = 1.45 which gives § = 5.9 x

106 m™,

It is worth to mention here that the coupling coefficient is strongly

dependent on the core pitch. Going from C, = 40 pum to 35 and 30 um will
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Table 3-3 Lygg and Ltica; Values correspond to four homogeneous MCF forms,

constructed with different C, and R.

Fiber Parameter

Calculated Parameters

Fiber
Type C 1 _1

p(ﬂm) k(m ) R(mm) h(m ) LOdB (km) Lcritical (km)
Fiber 1 40 4 x 1074 50 6.8 x 10711 9.2 x 10° 1.05 x 10°
Fiber 2 35 3.5x 1073 50 59x107° | 1.06 x 10* 1.2 x 10*
Fiber 3 30 6 x 1072 50 2.0 x 107° 31.3 35.7
Fiber 4 30 6x 1072 10 4 %1077 156.3 178.5

increases k by 8.75 and 150 time, respectively. Note also that the parameter h

has k2 dependence and L.yiticqp IS inversely proportional to h. Thus, it is

expected that Lo Will be reduced approximately by (8.75)* = 76.6 and

(150)? = 22500 when Cp, is changed for 40 um to 35 and 30 um, respectively.

Using eqns. 3.13a and c yields the follow relation between the two fiber

Iengths LCT and Lcritical'

LCT = [ln

ng(1+CT)
Nng—CT

]Lcritical
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Table 3-4 lists the calculated values of L. of the four fiber types
corresponding to different crosstalk levels. It is cleared from Table 3-3 that
fiber 2 is suitable for designing short-and medium, reach OICs with negligible
crosstalk (< —20dB).

Table 3-4 Fiber lengths corresponding to various crosstalk levels.

Fiber Ler(kem)

Type CT = —20dB CT = -15dB CT = -10dB
Fiber 1 1.2 x 10* 3.5 x 10* 1.2 x 10°
Fiber 2 136.6 433.2 1320
Fiber 3 0.4 1.3 3.9
Fiber 4 2 6.4 19.6
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CHAPTER FOUR
Simulation Results for MCF-Based SDM Optical Interconnect
4.1 Introduction

The effect of intercore crosstalk on the transmission performance of
optical interconnect (OIC) is investigated in this chapter under various link
parameters, namely number of cores N., number of WDM channels per
core N, bit rate per channel Ry, and fiber length L. Simulation results are
reported for Ry, = 320 and 640 Gbps, N, =7 and 19, N, up to 96, and
assuming DP 16-QAM modulation format. The effect of fiber nonlinearity on
the transmission performance of medium and long-reach OIC designed with
MCF-based SDM-WDM configuration is also presented in Section 4.4. The

simulation is performed using VVPIphotonics 9.8 software.

4.2 Simulation of (7, 24, 320) Interconnect

This section presents simulation results related to a 7-core interconnect
with each core supports a single-mode operation. Each core carries 24
channel C-band WDM subsystem and each channel operates with 320 Gbps
DP 16-QAM signaling. Few remarks related to the simulated system are
presented in Section 4.2.1.

4.2.1 Remarks Related to the Simulated System

(i)  The symbol rate for each WDM channel is R, = 40 GSps (= 320 Gbps/
(2x4)). Therefore, WDM channel spacing Af of 50 GHz is used in the
simulation. The thirteenth channel (Chl3) is taken as the central

channel where the corresponding unmodulated laser operates at

49



193.1 THz frequency. The frequencies of other transmitter WDM
lasers span from 192.5-193.65 THz with 50 GHz channel spacing.

(i) The total bit rate Ry carries by the SDM interconnect equals
NN Ry = 7%24%x320 Gbps = 53.76 Tbps. Here N¢, N, and Ry,
stand for the number of cores, number of WDM channels per core, and

bit rate of each WDM channel, respectively.

(ili) The spectral efficiency SE of the interconnect is given by
N. Nop Ry/Nep Af = N.R,/Af =44.8 b/Hz. Note that the total optical
transmission bandwidth (= N, Af) = 1.2 THz.

The primary simulation results revel that when the power of each
unmodulated transmitter laser Pt is set to 5 mW (= 7 dBm), the SDM
transmitter offers a total output power of 3.5 dBm. Thus, the insertion loss of
this transmitter equals 10log(24 x5) — 3.5 =17.3dB. Therefore, an
optical amplifier (OA) may be inserted after the SDM transmitter to act as a
booster amplifier to enhance the power launched to the MCF. When a
17.3 dB-booster amplifier is used, the insertion loss of the SDM transmitter is

completely compensated.

The performance of the OIC under investigation is estimated under the
assumption that the maximum acceptable bit error rate (BER), i.e. threshold
BER “BERy,”, is 4.5 x 1073, This corresponds to 7% hard decision (HD)

forward error correcting (FEC) code.

4.2.2 Transmission Performance of (7, 24, 320) OIC

This subsection addresses the transmission performance of the (7, 24, 320)
OIC operating in the presence of intercore crosstalk. The first point of

investigation is related to an interconnect of length L=10 km and uses
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5 mw-lasers (i.e., P.t = 7dBm) and a booster OA of gain G, = 17.3 dB. The
central channel Ch13 is kept under observation during the investigation. The
results reveal that almost error less transmission is achieved when the
crosstalk level CT is below -25 dB.

Figure 4-1 illustrates the optical spectra of the signals at different points of
the system when the interconnect operates with -20 dB crosstalk. The figure
also contains constellation diagrams corresponding to Ch13 received in three
different cores (corel, core5, and core7) where an average receiver
BER of 1.0 x 1073 is reported.
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Figure 4-1 Optical spectra and constellation diagrams related to (7, 24, 320) OIC
operating with -20 dB crosstalk (a) unmodulated WDM optical carriers (b) amplified
SDM-WDM transmitter signal (c) optical signal after 10 km transmission (d) intercore
crosstalk signal (e) constellation diagrams corresponding to Ch13 received in three

different cores (corel, core5, and core7).
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The variation of BER with crosstalk level is displayed in Figs. 4-2a and b
for 10 km- and 20 km-OIC, respectively. Investigating the results reveals that
a BER less than the threshold (BERy, = 4.5% 1073) is achieved when CT is
less than -18.5 dB for both OICs. Table 4-1 lists the dependence of BER on
transmitter laser power Pt when the 10 km-link operates with either -20 dB
crosstalk or without crosstalk. Note the threshold BER can be achieved with
P.r = 2 mW when -20 dB crosstalk exists. This is to be compared with

P.+ =1 mW in the absence of crosstalk.
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Figure 4-2 Variation of BER with intercore crosstalk for (7, 24, 320) OIC after
transmission length of (a) 10 km (b) 20 km.
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Figure 4-2 (Continued).

Table 4-1 Effect of transmitter laser power on BER for (7, 24,320) 10
km interconnect.

Bit Error Rate
Transmitter
Laser Power (mW) ) )

Without Crosstalk With -20 dB

Crosstalk

1 7.3x10* 6.5x10°°

2 8.0x10° 4.0x10°

3 3.0x10° 2.0x10°

4 0 1.3x10°°

0 1.0x10°

6 0 7.5%10*

54




4.2.3 Effect of System Parameters

4.2.3.1 Effect of Laser Linewidth

In this investigation, it is assumed that all the semiconductor lasers used in
the transmitter side and receiver side have an identical linewidth &f. For the
(7, 24, and 320) interconnect operating with 10 km and negligible crosstalk,
the receiver BER is 0, 1.9x107°, and 9.1x10 when &f = 0, 100, and 200 kHz,
respectively, and assuming that (CFR+CPR) unit in the channel receiver is
turned OFF. These values are to be compared with 1.0x107%, 8.6x107, and
1.8x107%, respectively, when the interconnect operates with -20 dB crosstalk.
Turning ON the (CFR+CPR) unit has strong impact on reducing the effect of
finite laser linewidth. This is illustrated in Fig. 4-3 where the BER is plotted
versus &f when the OIC operates in the presence of -20 dB crosstalk. The
results reveal that the (CFR+CPR) unit is able to tolerate the effect of
linewidth when 6&f is below 5 MHz Note that lossless transmission is achieved

when CT is negligible in this regime.
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Figure 4-3 Dependence of BER of (7, 24, 320) OIC operating with -20 dB crosstalk on
laser linewidth after turning ON the (CFR+CPR) unit.
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4.2.3.2 Effect of Booster Amplifier Gain

The gain of booster OA Gy affects the maximum transmission distance
offered by the interconnect while keeping the receiver BER less than the
threshold level (= 4.5x10°). Many simulation tests are performed to
determine the dependence of L, on Gy. In each test, the value of Gy is fixed
while the interconnect length L is increased and the associated increased
BER, BER (L), is recorded. The maximum reach L. corresponds to the
value of L which makes BER (L) = BERy,. Summary of the simulation results
are depicted graphically in Fig. 4-4 where the values of L, are given for
different levels of amplifier gain. The results are reported for both absence
and presence of -20 dB crosstalk. Note that L. increases almost linearly
with Gb for both cases with a slope = 5 km/dB This value corresponds to 1/«
where a = 0.2 dB/km which is the value of the loss parameter of the MCF
used in the simulation. Thus 1 dB increasing in the amplifier gain supports

5 km extra interconnect length.

4.3 Effect of Number of Channels, Number of Cores, and Bit Rate

This section addresses the effect of number of WDM multiplexed
channels per core N.,, number of cores N., and bit rate R, on the
performance of MCF-based OIC. The results are presented for two bit rates
per channel, 320 and 640 Ghbps.

4.3.1 (Ng, N, 320) OIC

The first step is to investigate the performance of the 7-core OIC.

Simulation results reveal that almost lossless transmission is achieved in the
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Figure 4-4 Effect of booster amplifier gain on the maximum transmission distance during
absence of crosstalk and presence of -20 dB crosstalk for (7, 24, 320) OIC.

absence of crosstalk when the OIC is designed with 10 km length to
support up to 96 WDM channels per core. The simulation is carried further to
investigate the performance of a 10 km OIC implemented with 19 cores. The
investigation indicates that this link can support the transmission of 96
channels per core when the CT< —19.2 dB. At CT= —20dB, the received
BER is 4.9 x 107%,

4.3.2 (Ng,, N, 640) OIC

This subsection investigates the transmission performance of MCF-OIC
operating with 640 Gbps channel bit rate Ry. Assuming DP-16QAM
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signaling, the symbol rate R is 80 GSps. Hence 100 GHz channel spacing Af
is used in the simulation. The frequency of the central WDM laser is kept at
193.1 THz while the frequencies of the other lasers spread around this value.
All the multiplexers and demultiplexers are redesigned to incorporate the new

value of Af.
4.3.2.1 7-Core OIC

To illustrate the operation of the OIC under study, Fig. 4-5 shows the

power spectra at different points of the system when L= 10 km, N, = 24,
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Figure 4-5 Optical spectra and constellation diagrams related to (7, 24, 640) system
operating with -20 dB crosstalk (a) unmodulated WDM optical carriers (b) amplified
SDM-WDM transmitter signal (c) optical signal after 10 km transmission (d) intercore
crosstalk signal (e) constellation diagrams corresponding to Ch13 received in three

different cores (corel, core5, and core7).
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and CT= —20 dB. The receiver constellation diagrams for three cores
(1, 5, 7) are also included in Fig 4.5e which gives an average BER of
2.0x 1073,

Table 4-2 lists the maximum allowable crosstalk (CT)qa as a function
number of multiplexed channel when L= 10 km. To be in the safe side and to
ensure acceptable transmission performance independent of number of
multiplexed channels, the crosstalk should be kept below -19 dB. It is noted
that the 10 km-OIC offers almost lossless transmission for all values of N,

considered here when CT is negligible.

Table 4-2 Maximum allowable crosstalk (CT)max as a function number of
multiplexed channels for a 7-core OIC operating with R, = 640 Gbps.

Number of Multiplexed Channels Maximum Allowable Crosstalk (dB)
24 -18.2
48 -17.7
72 -18.5
96 -17.8

4.3.2.2 19-Core OIC

Figure 4-6 shows the variation of BER with number of multiplexed
channels for OIC designed with L= 10 km, N. =19, and Ry, = 640 Gbps.
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The results are presented for two cases, negligible crosstalk and CT= —20

dB. Investigating this figure reveals the following facts

I.  The BER performance degrades as the number of multiplexed channels
increases.
Ii.  In the absence of crosstalk, operating with N, = 96 does not achieve
the required transmission performance.
iii. Presence of -20 dB crosstalk increases the BER above BER;, even

when N, = 24.
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Figure 4-6 Variation of BER with number of multiplexed channels for 19-core, 10 km
OIC operating with R, = 640 Gbps.

It is obvious from the previous results that the 10 km OIC does not

support the required BER level when it is designed with 19-core fiber and
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Ry, = 640 Gbps. Therefore, the OIC BER performance is then investigated
when the interconnect length L is reduced below 10 km. Figure 4-7 illustrates
the variation of BER with L when N, =24 and CT = —20 dB. Clear

constellation diagrams are obtained when L = 6 km.
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Figure 4-7 Variation of BER with transmission length for (19, 24, 640) OIC operating
with -20 dB crosstalk.

Simulation results indicate that the 19-core 5 km OIC can support the
transmission of 96 channels per core when each channel carries 640 Gbps DP
16-QAM signals as shown in Fig. 4-8. The receiver BER is 8.0 x 10~* and
3.0 x 1073 in the absence and presence of -20 dB crosstalk, respectively. The
corresponding (CT)max 1S -19.3 dB.
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Figure 4-8 Optical spectra and constellation diagrams related to (19, 96, 640) OIC
operating with -20 dB crosstalk (a) unmodulated WDM optical carriers (b) amplified
SDM-WDM transmitter signal (c) optical signal after 5km transmission (d) intercore

crosstalk signal (e) constellation diagrams corresponding to Ch49 received in three

different cores (corel, core9, and corel9).
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Figure 4-8 (Continued).

4.4 Effect of Fiber Nonlinear Optics

This section addresses the effect of fiber optic nonlinearity on the

transmission performance of long-reach OIC designed with MCF-based

SDM-WDM configuration. The nonlinearity comes from the dependence of

via Kerr-effect relation (n (1) = ng + ny 1) [22].

core fiber refractive index

‘6 29

on the optical intensity “I”” passing through it

In the simulation, the core

low-intensity refractive index ny and nonlinear refractive index coefficient n,

are set to 1.47 and 2.6 x 1072° m%/W, respectively, at 193.1 THz frequency.
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Simulation results are presented for 3-span OIC with each span consists of
100 km MCEF followed by cascaded with 20 dB OA to compensate the fiber
loss. The OIC carries 24-channel 320 Gbps DP 16-QAM signal per core.

Figures 4-9a-c show the dependence of received BER on the

laser transmitter power Pt for OICs designed with 7, 19, and 37 cores.
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Figure 4-9 Dependence of BER on the power laser transmitter when 320 Gbps, DP 16-
QAM channel signaling, three 100 km spans, and N, = 24 are assumed for (a) 7-core
OIC.(b) 19-core OIC (c) 37-core OIC.
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Table 4-3 summarizes the main results acquisitioned from Fig. 4-9 where the
minimum and optimal values of Py, (PLr)min and (Pit)ept , respectively,
are reported for the three numbers of core. Here, (P.1)min denotes the
minimum value of laser transmitter power P, which ensures received BER =
BER. Furthermore, (PLt)op indicates the value of P+ which gives minimum
BER. Investigating the results in Table 4-3 reveals the following fact. Going
from 7-core design to 19-core and 37-core counterparts will increase both
(PLr)min @and (Pot)opt by 4.5 and 7.0 dB, respectively. These values are to be
compared with 10log (19/7) = 4.34 dB and 10log (37/7) = 7.23 dB,

respectively.

Table 4-3 Dependence of (PLt)minand (PLt)opt ON NnumMber of cores for 24-
channel per core, 320 Gbps, DP 16-QAM channel signaling, three 100 km
spans, and N, = 24 OIC.

Number of Cores (PLT)min (dBmM) (PLT)opt (dBmM)
7 7.25 8.5
19 11.75 13.0
37 14.25 15.5

To check if the OIC BER performance degradation that occurs when
PLr > (PL1)opt IS due to fiber nonlinear optics, the transmission performance is
recorded again when the fiber nonlinearity parameters n, is set to zero through
the simulation. Figure 4-10 displays the variation of BER with Pt for 7-core
OIC. It is noted that BER decreases continuously with increasing Pr.

Furthermore, the simulation with n, = 0 vyields a received BER
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1.9%x1073,3.0x1073,3.9x 1073, and 4.9 x 10~2 when the 7-core OIC is

designed with 3, 4, 5, and 6 spans, respectively.
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Figure 4-10 Variation of BER with transmitter power laser for 3x100 km,

7-cor, Ry, = 320 Gbps, and N}, = 24 OIC operating in the absence of nonlinearity.
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CHAPTER FIVE
Conclusions and Suggestions for Future Work

5.1 Conclusions

The transmission performance of Thps optical interconnects incorporating
MCF-based SDM-WDM technique has been investigated in the presence of
intercore crosstalk. The investigation has focused on the key roles played by :
number of cores N., number of WDM channels N, and bit rate per
channel R,,. Simulation results have been reported for R, = 320 and 640
Gbps DP 16-QAM signaling. For the purpose of comparison, the performance
of single-core OICs designed for single-channel or WDM system
transmission  have been also investigated using R;, =320 Gbps. The

investigation reveals the following main conclusions

(i) In the absence of booster amplifier, the single-core single-channel
OIC can support 195 km transmission when the transmitter laser
power P =5 dBm. Increasing P_t from 0 to 10 dBm will increase the
transmission reach L. by 45 km. As the number of WDM channels
Ngn increases, L. decreases for the same value of Pt due the effect

of fiber nonlinearity.

(i) Homogenous MCF designed with 35 um core pitch, less than
3.5 x 1073 m™? coupling coefficient, and less than 50 mm bending
radius is more suitable for short and medium-reach OICs operating
with negligible crosstalk (< —20dB).

(ili) A 10 km 19-core OIC can support the transmission of 580 Thps data
when it operates with N, = 96 and R, = 320 Gbps.
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(iv)

(vi)

A 10 km 7-core OIC can support the transmission of 430 Thps data,
(Ne, = 96 and Ry = 640 Gbps). This is to be compared with 1160
Tbps when the interconnect is redesigned with L =5 km and N, =
19.

The effect of laser linewidth on OIC performance is more pronounced

in the presence of crosstalk.

The crosstalk level CT should be kept below -18 dB to ensure
satisfactory transmission over 10 km-OIC. This threshold level varies
slightly with N, N, and Ry,.

(vii) The effect of fiber nonlinear optics on the transmission performance

of long OIC becomes more pronounced when large number of WDM
channels and high value of Pt are used. The optimum value of P,

that gives maximum reach, increases with number of fiber cores.

5.2 Suggestion for Future Work

The work in this thesis opens the way to new research issues to be
addressed in the future such as

(i)

(if)

Investigating the transmission performance of MCF-based SDM OIC
when each core supports few modes rather than single mode.
Although such OIC can support higher transmission capacity but its
operation is affected by two types of crosstalk, namely intercore and

interacore (i.e., intermodal) crosstalk.

The modulation format used in this work is DP 16-QAM. Extending
the work to include other higher-order modulations formats such as

DP 32-QAM and DP 64-QAM is an interesting point. The effect of
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(iii)

intercore crosstalk is expected to be higher when compared with DP

16-QAM signal and this issue should be addressed in details.

Using optical orthogonal frequency-division multiplexing technique
(OFDM) to support longer transmission for MCF-based SDM OIC. In
such technique, the data is used to modulate many subcarriers at the
electrical domain and the resultant waveform is used to modulate the
optical carrier. The optical OFDM reduces the effect of OIC dispersion

and enables low-cost electrical equalization at the receiver side.
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APPENDICES
Appendix A
VPIphotonics Software

VPIphotonics™ — Overview

VPIphotonics sets the industry standard for end-to-end photonic design

automation comprising design, analysis and optimization of components,

systems and networks. VPIphotonics team provide professional simulation

software supporting requirements of integrated photonics, optoelectronics and

fiber optics applications, optical transmission system and networks, as well as

link engineering and equipment configuration. A wide range of interfaces to

the tools used by peers, third party software, laboratory equipment, and

existing databases are available.

e

Application
Programming
Interfaces

External Access

for Execution

Test &
Measurement
Equipment

Standard
Programming

Cosimulation

Simutation
Scripting

Interfaces

Electronic
Circuit Design

Mask Layout
Design

——

Link Engineering VPl VPI
Link Designer Link Configurator

Engineering Rules T l Topology Configuration

Transmission Design
VPI VPItransmissionMaker VPltoolkit
Lab Expert Optical Systems DSP Library

Component Characteristics T l System Requirements

Component Design
VPIcomponentMaker VPlcomponentMaker VPltoolkit
Fiber Optics Photonic Circuits PDK <fab>

Device Characteristics T l Sub-assembly Requirements

Device Simulation VPl
Mode Designer




Design and Engineering Solutions

VPIphotonics provides comprehensive Photonic Design Automation
(PDA) solutions for 20+ years comprising of design methodologies, software
tools and services used to engineer complex photonic networks and products.
VPIphotonics software solutions embed expert knowledge in flexible working
environments supporting many applications in various fields of operation.
VPIphotonics brings efficiency gains as it supports a streamlined design

process:

v Enable collaborative designs via supply chains

v’ Stimulate innovation by expanding available resources
v Reduce the need for physical experimentation

v’ Capture and distribute knowledge of design processes

v’ Establish and support robust decision-making processes

Link Designer

VPIlinkDesigner™ is a cost-effective, easy to use tool which enables fast
and optimum network design and provisioning for those who design and
configure links in optical networks and sub-networks.

Link Configurator

VPIlinkConfigurator™ provides an intuitive graphical interface and
powerful algorithms for optical network engineering including automatic
equipment placement and a thorough system wide performance
assessment.

Optical Systems

VPItransmissionMaker™Optical Systems accelerates the design of new
photonic systems and subsystems for short-range, access, metro and long-

haul transmission systems. Further, it supports the assessment of
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Iv.

Vi.

Vil.

technology upgrade and component substitution strategies that are to be
developed for existing network plants.

Lab Expert

VPIlabExpert™ addresses the specific requirements of experimentalists
for data pre- and post-processing and signal analysis functions for optical
communications. It reduces efforts in the laboratory by applying ready-to-
use advanced functionalities and virtualizing lab equipment through the
emulation of component characteristics.

Photonic Circuits

VPIcomponentMaker™Photonic Circuits is a simulation and design
environment for photonic integrated circuits (PICs). It provides advanced
device libraries integrated with a scalable time-and-frequency-domain
simulation framework for fast and accurate modeling of large-scale PICs
with a mix of photonic, electrical and optoelectronic devices.

Fiber Optics

VPIcomponentMaker™Fiber Optics provides professional means for
modeling, optimization and design of fiber-based optical devices such as
doped-fiber, Raman and parametric amplifiers, continuous-wave and
pulsed optical fiber sources, optical signal processing for

telecommunication, high-power and ultrafast applications.

Mode Designer

VPImodeDesigner™ is a versatile simulation framework for the analysis
and optimization of integrated photonic waveguides and optical fibers.
This design tool offers full-vectorial finite-difference mode solvers for the
accurate and efficient calculation of guided and leaky modes and their

properties.



Design Suit

VPIphotonics Design Suite™ embeds expert knowledge from our component
and transmission design tools in one shared, flexible software environment to
support requirements in design, analysis and optimization providing you with

the most powerful numerical algorithms tailored for your applications.

VPIphotonics Design Suite™

Transmission Design

VPIitransmissionMaker ]

VPI
( Lab Expert ] Optical Systems

Component Characteristics T * System Requirements

Component Design

VPlcomponentMaker VPlcomponentMaker
Fiber Optics Photonic Circuits

The flexible and intuitive graphical user interface of VPIphotonics Design
Suite delivers access to sophisticated component, subsystem and photonic
system design functions. VVPIphotonics supports decision processes along the
design chain of optical equipment, from conceptual studies to vyield
optimization. Comprehensive libraries with hundreds of demonstrations and
sample equipment, system and network models accelerate learning and the
execution of design tasks. Design process tools such as Interactive
Simulations, (Tuning, Sweeps, Optimization, Monte-Carlo), Macros,
Wizards, Simulation Scripting, Parameter Estimators, and third-party
interfaces make VPIphotonics’ products the backbone of the photonics
simulation world. Parameters for any schematic or model can be managed
with interactive controls or driven by sweeps and random number generators.

The outputs of controls and sweeps can be combined and manipulated with
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mathematical expressions,

and then applied to multiple parameters.

Simulations can be run in parallel on multiple cores or farmed out to remote

machines. They can be driven by a flexible simulation scripting language to

control large-scale numerical experiments. Proprietary content of subsystems

can be encrypted and password-protected, so that simulations of proprietary

models can be executed by end users, while the underlying schematics are

locked from view. Data file attachments can be encrypted so that

unauthorized users are unable to read the file.
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Data Visualization & Analysis - VPIphotonicsAnalyzer™

VPIphotonicsAnalyzer™ establishes a universal framework for data display

and analysis. It allows maximum freedom in the display, arrangement, export

and analysis of simulation

VPIcomponentMaker,

results
VPIllabExpert and

from VPltransmissionMaker,

third-party software.

VPIphotonicsAnalyzer framework provides visualizers and analyzers that
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accurately represent laboratory Test & Measurement equipment for detailed
results display, component characterization and system performance analysis
functions. The LinkAnalyzer, for instance, offers means for tracking signal
properties along the fiber link without the need to run long-lasting

simulations, and evaluating them versus position, distance or frequency.

- . " laser tuning —=

a2 e * ASE from Er

BER Optimization

 Multi-input optical, electrical oscilloscope
* Eye plots featuring color-grading, BER contours and customizable masks
* Optical spectrum analyzer with Stokes, phase, delay and dispersion plots
* RF spectrum analyzer with phase and delay

e Numerical 1D, 2D, 3D analysis with plot or text display and histogram

mode



 Link Analysis (GVD, noise/distortion/signal power, Kerr, DGD, OSNR-, Q-

, BER-limit vs distance, frequency, time)

* Constellations, CATV characterization

* Optical amplifier test set with gain, NF, BER

» Two-port electrical signal analyzers

* BER estimators for various receiver architectures
* Poincaré sphere with markers

* PMD test set (PSP, PCD, DGD, Jones)

» Laser characterization tools

VPIplayer™ & Interfaces to Third Parties
VPIplayer™

The communications tool provides a format to exchange photonic designs by
running complex simulations while protecting intellectual properties of the
owner. VPIplayer empowers engineers to present their ideas to colleagues and
customers who have less technical knowledge, and no need for
detailed design and simulation software. It is downloadable for free

from www.VPIphotonics.com/Tools/\VVPlIplayer.

VPIplayer runs a DynamicDataSheet™ (DDS), which captures product
specifics as a simulation schematic generating results on data visualizers and
analyzers. A DDS can be created by exporting a simulation setup from
VPItransmissionMaker / VPIcomponentMaker. Your company logo, contact
details and supporting information can be included. Interactive settings allow

users to adjust parameters via predefined sliders.
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Third-Party Interfaces

Cosimulation allows parts of a simulation schematic to be modeled using
third-party or in-house code. Live interfaces to MATLAB, Python, C++ and
any software supporting the COM interface are provided, so simulations
seamlessly interact with models in these formats. Vice versa, the Simulation
Engine Driver (SED) provides access to the simulation engine of
VPIphotonics Design Suite for external systems and third-party tools.
Electronic circuit models from Keysight’s Advanced Design System (ADS)
can be called and their parameters controlled directly from VPIphotonics’
design tools allowing to assess the performance of high-speed electronics in
photonic link designs. VPIphotonics simulations can import data from
component characterizations and systems measurements. Various interfaces
exist; new formats can be defined using customizable Data Type Converters
and Macros.
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