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Abstract  
In the last decade, social media has exploded in popularity, with some platforms now having 

tens of millions of users. Many sorts of data, such as audio, video, and text, may be found in 

these networks and must be investigated individually. Because to the wide variety of uses for 

these networks and the impact of past events and societal norms, their designers confront a 

number of obstacles. The existence of communities inside social networks is one of their most 

distinguishing characteristics. Tools for "community extraction" make it easier to investigate 

all components of a network and classify activities that are typical of certain groups. Although 

it may seem like a simple task, recognizing communities on social media is computationally 

difficult owing to the unknown number of groups and the varied internal density of 

communities. The features of a network and the goal of studying it might guide the selection 

or development of a particular approach for finding communities within that network. There is 

a distinct grouping of current community detection techniques based on their individual 

characteristics. Selecting the right algorithm requires knowledge of the proper categorization 

and features of each category. In this research, we offer an approach to social media community 

discovery that makes use of a multi-objective particle swarm optimization algorithm. 

Evaluation findings confirm the superiority of this approach. 
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1. Introduction 

In social network analysis, community discovery is a crucial step in the process of locating clusters 

of nodes that exhibit commonalities in terms of some defining trait [1-2]. Real-world applications like 

social media platforms like Facebook and Twitter, as well as web infrastructure information networks 

and complicated molecular networks in biological data, make extensive use of this analytic job [3]. 

Community discovery algorithms have historically ignored the qualities of nodes in favor of analyzing 

the structural aspect of social networks, or the connections between nodes. While the interactions 

between nodes are an important part of any social network, most actual networks also give additional 

information about the nodes themselves. Age, gender, and area of interest are just a few examples of 
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node information that may be readily seen in social network charts and used as part of the available 

forecasting knowledge. When characteristics are associated with each node in a social network, we call 

it an attributed social network. Hence, it is possible to enhance the precision of community discovery 

[5] using a technique that uses both the structure and features of nodes concurrently. 

Real-world applications of community detection include categorizing nodes, compressing networks, 

analyzing similar nodes, and community structures in place of analyzing nodes individually, as well as 

grouping customers with similar interests on social media for efficient product recommendations and 

systems. Further applications of community identification include consumer segmentation, 

recommendation engines, outlining, labeling, analyzing networks based on who influences them, and 

information distribution. The difficulty of community discovery in social networks remains unsolved 

despite many attempts over the last several years. To some extent, community detection is an 

optimization issue. It is crucial to determine the needs of the extraction algorithm after gaining context 

knowledge, including member attributes, connection kinds, asymmetric relationships, hierarchical or 

overlapping communities, factor impacts on weighting, and knowing the number of communities in 

advance. Communities may be shown using a variety of approaches, some of which are context- or 

purpose-specific. As a result, examining the environment and the efficacy of each technique is essential 

before settling on a strategy and algorithm for locating preexisting communities [5]. Using a multi-

objective particle swarm optimization approach, we provide a best practice for community discovery 

and social interaction. We introduce the concept of society, provide links to relevant literature, outline 

the approach, provide the evaluation's findings, and draw a broad conclusion. 

2. Definition of community 

As a result of the many different approaches and methods that have been created to define 

communities, this is not always an easy undertaking. Depending on context and purpose, what 

constitutes a "community" may change. For example, Yang [6] defines a community as a collection of 

nodes with high connection density among community nodes but low link density overall. Graphs of 

any directionality may benefit from this definition. 

Yet, "a set of nodes that have greater connection density among themselves than other" [7] is how 

Porter characterizes a community. Clustering methods, Quality function algorithms, Centrality-based 

community recognition algorithms, Group refining algorithms, and Modular optimization algorithms 

are all examples of how this notion of "greater density" varies from Yang's. 

There are a variety of ways to define a community, but all of them agree that there are fewer 

connections between communities than there are between individuals inside those communities. 

Specifically, most definitions demonstrate that overlapping communities have lower edge density in the 

overlapping section compared to the non-overlapping part. Yet Yang's definition provides a new angle. 

He demonstrated that the probability of a connection between nodes increases as the number of common 

communities increases. A node's ability to interact with other nodes increases as the number of 

communities to which it belongs grows. Due to this, there are more edges in the overlapping region 

than in the surrounding regions. With social media, for instance, one's network expands as a result of 

more content sharing. 

Previous community definitions suffer from the restriction of creating an abnormal picture of 

society, which causes algorithms relying on these definitions to incorrectly recognize the overlapping 

section as a distinct community, or two overlapping communities, as a community. 

3. Related Works 

 

In the field of social network analysis, identifying communities is a major challenge. Despite this 

progress, it is still difficult to identify communities in huge social networks with many characteristics. 

Community identification approaches that include feature reduction and optimization strategies were 



developed to meet this difficulty. Several meta-heuristic algorithms have been applied to the problem 

of feature selection in order to optimize it with reasonable accuracy and in a reasonable amount of time. 

These include Ant Colony Optimization (ACO), the genetic algorithm (GA), Simulated Annealing 

(SA), Tabu Search (TS), and particle swarm optimization (PSO). Moreover, hybrid search tactics are 

used, which include both filtering processes and advanced approaches. 

Recent years have seen a rise in the study of community detection across several disciplines. The 

challenge, however, is that the exact number of communities present in real-world networks is unclear, 

making this an open issue for all approaches. It's often held that a community's hub has extensive links 

to its surrounding nodes, and that any two hubs are spread widely apart. Also, within a community, 

there is more similarity between nodes than there is across communities. As a result, community 

detection relies heavily on data on both local and global structures. 

Uncertain as to the total number of communities, a three-step technique for identifying them using 

both local and global data is provided in a recent paper [8]. Discovering the hub node, spreading the 

labels, and merging the communities are all parts of the method. Because of their higher than usual 

separation, central nodes may be easily spotted. When the degree of similarity between two nodes is at 

its highest, the nodes are given the same label, and if the increment of the modularity is positive and 

maximal when the two communities are joined, the two communities are merged into a single one. The 

three-stage approach has been shown to be effective in detecting communities in social networks via 

experiments and simulations on both real-world and synthetic networks. 

The study of social impact in networks is crucial for comprehending the propagation of behavior. 

There are a lot of ideas that attempt to make sense of how and why people take up new practices and 

fashions. According to the conventional wisdom, popular movements are usually driven by a small 

number of influential people who have special talents that make them particularly effective at 

persuading others. Often times, these people are knowledgeable, esteemed, and connected. The LCDA 

community-leader recognition strategy is described in this study [9] as a novel scalable and 

deterministic way to recognizing communities based on their leader nodes. The method has two stages: 

first, a leader extraction is performed, and second, a community is identified by node similarity. When 

compared to the Earth Truth membership community, the algorithm produces satisfactory results. 

Online social network mining has grown in importance, and so has the study of community detection. 

The label propagation algorithm (LPA) is a well-known choice because it is straightforward to grasp 

and apply, and it only takes linear time to complete its tasks. Nevertheless, one of its key drawbacks is 

the unreliability of its findings, since it reports unique combinations of communities in each run owing 

to the random selection involved. This research [10] proposes a novel approach called Balanced Link 

Density-based Label Propagation (BLDLP), which builds on the LPA technique and takes use of the 

input network's natural structure (its link density characteristic). In order to fine-tune the BLDLP 

technique to specific needs, a sensitivity parameter (balance parameter) is used. 

The process of identifying communities is crucial to the study of social networks. Several intelligent 

and meta-heuristic methods have been presented in recent years for detecting communities in 

complicated social networks. Although the label propagation algorithm (LPA) is very quick at finding 

patterns in large datasets, its results are too unpredictable to be used in more generalized forms of 

network research. To further optimize modularity measure, the authors of [11] offer AntLP, a variant 

of LPA that utilizes similarity indices and ant colony optimization (ACO) to cluster nodes into 

communities according to their local similarity. AntLP is a two-stage process. The technique starts by 

employing a number of similarity indices to provide weights to the edges in the input network. Second, 



AntLP use ACO to disseminate the labels. To test AntLP, we do many tests on popular social network 

datasets. According to the results of the experimental simulations, AntLP outperforms other community 

recognition algorithms for social networks in terms of modularity, normalized mutual information, and 

execution time. 

Detecting communities is a difficult challenge in the field of social network analysis. Although there 

are a variety of algorithms dedicated to discovering social network clusters, many of them suffer from 

inefficiencies like excessive runtime complexity or the inability to efficiently identify groups that have 

common interests. With the fire propagation model serving as inspiration, a new method named the Fire 

Spread Community Detection Algorithm (FSA) is introduced in [12]. To locate neighborhoods close to 

a seed node, the FSA algorithm mimics the spread of a fire from its origin. Synthetic and real-world 

networks are used to compare the algorithm's modularity and conductance scores to those of top-tier 

community discovery techniques. 

Feature selection is a major challenge in machine learning, right up there with community detection. 

There are many methods for selecting features; some examples are the PSO-based composite plastic 

coating subset selection algorithm [13], the advanced genetic algorithm [14], the PSO-based hybrid 

feature selection method [15], the PSO-based feature selection with multiple classifiers [16], the ACO-

based feature selection [17][18], the combination of feature selection and ACO [19], the ABC multi-

hive programming [20], and the multi-purpose ABC-based feature selection approach [21,22]. In order 

to enhance classifier performance, decrease computational complexity, and manage high-dimensional 

data sets, these methods use a variety of optimization methodologies to pick an optimal subset of 

features. The provided findings show that these techniques are successful in increasing classification 

accuracy while decreasing the total number of characteristics. 

4. Proposed Method 

 

      The approach used in this research is meant to facilitate socializing by providing an appropriate 

framework for it. The Particle Swarm Optimization (PSO) algorithm is used here for its tried-and-true 

effectiveness. In 1991, James Kennedy and Russell Eberhart introduced the PSO algorithm at a 

conference [23]. The existing social models and social ties motivated their study, which resulted in the 

invention of a strong optimization method called the Particle Swarm Optimization (PSO) algorithm. 

This strategy is inspired by the group dynamics of animals like fish schools and flocks of birds. 

The PSO method uses particles dispersed over the search space, each of which determines the local 

value of the objective function. Then, it chooses its next course of action based on past successes, 

present strengths, and recommendations from the best particles in the group. Once the desired result is 

reached, the algorithm's steps are repeated several times. The PSO technique is a general minimization 

approach that may be used for any issue having a point or surface as a solution in n-dimensional space. 

 

Each particle's location is encoded as a binary value of 0 or 1 in this approach, and the i-th particle 

in a search space of dimension d for the position vector Xi is characterized by Equation (1). As there 

are a lot of particles involved, the PSO method may be more adaptable than other minimization 

techniques when dealing with the local minimum response issue. 
 

Xi = (xi1, xi2, xi3, ..., xid)         (1)  

 

 

The velocity vector of the i-th particle is also defined by the vector Vi in the form of Equation (2): 

 



 Vi = (vi1, vi2, vi3, ..., vid)          (2) 

 

The best position found by the i particle is defined by Equation (3) with Pi. best: 

 

Pi. best = (pi1, pi2, pi3, ...., pid)          (3) 

 

The best position of the best particle among all particles is defined by Pg. best as Equation (4): 

 
 

Pg. best = (pg1, pg2, pg3, ..., pgd)         (4) 

 

Equation (5) is used to update the location of each particle: 

 
 

 Vi(t) = w* Vi (t-1) + C1*rand1 * (Pi. best – Xi (t-1)) + C2*rand2 * (Pg. best - Xi (t-1))  (5) 
 

(t)i1) + V-(ti = Xi XWhere  
 

 

The idea presented in the base paper [24] uses a different structure for socialization and considers 

a n × n matrix for n nodes. 

The proposed structure of this paper is such that at first there are a series of nodes that need to be 

socialized. For example, if the Zichary Karate Club dataset is desired, it has 34 nodes that need to be 

socialized. Here, a structure is considered to be able to have the particle swarm algorithm and search 

space and actually search for optimal socialization. In this method, for example, it is assumed that there 

are 6 nodes that are named from numbers 1 to 6 and should be socialized. Initially, a 6-array array with 

6 cells is considered. Here, if the number 1 is in cell 1, it means that node 1 is inside community 1. Cell 

2, if the number 1 is in it, that is, nodes 1 and 2 are inside community 1. In the third cell, if the number 

is 2, that is, the third node is inside community 2. In general, Figure (1) shows the structure used in this 

paper for particles. 

 

 
 

Figure 1: Structure used for particles for socialization 

 

 

The method proposed in this paper utilizes the multi-objective particle swarm optimization 

algorithm, which considers two objective functions. The first goal is modularity, which is a very popular 

goal function and is used in most articles. However, the next goal is the main idea of this article, and it 

is a function called neighborhood power or neighborhood rate. For example, for a community like the 

Zichary Karate Club dataset, there is a community. There are bunches of nodes that are socialized; now 

we have to look at how good the quality of this community is per particle. It is assumed that another 

particle presents another socialization and puts part of the nodes in one society and another part of the 

nodes within another society. Now it is going to look at the suitability of different particles and find out 

which one is better. Modularity is used here, and secondly, this article uses a criterion called 

neighborhood density. This criterion states how much direct communication and communication there 



is between members within a community with a maximum length of, say, 4 steps. The greater the 

number of different paths between members of a community, the better the quality of that community. 

So first, all possible paths with a maximum length of 4 steps are calculated between nodes and then this 

is considered as a measure of the quality of that community. Because calculating path lengths in less 

than 4 steps is a very tedious process, first for all the data sets worked with, such as Dolphin, Football, 

and Karate, calculate paths and place them in a dataset that reads from the dataset when the program is 

run. The shorter the distance between the paths between the nodes, the better. In the method of this 

article, a criterion called similarity is used to calculate the similarity between communities. This 

criterion is calculated by Equation (6): 

 

S= S+1/length (paths (k)-1)          (6) 

 

Using the similarity criterion, how to socialize is determined. 

5. Evaluate the proposed method 

To evaluate the efficiency of the proposed process, MATLAB programming language was utilized. 

The proposed method was compared with another method called MGA [24]. The proposed method is 

referred to as "Proposed Method" in the results of this evaluation. The experiments were performed in 

an environment with the conditions listed in Table (1). 

 

Table 1 

Test system specifications 

Item Specifications 

Processor Intel Core TM 2due CPU T6570@ 2.10 GHz 2.10 GHz 
Main memory 4.0 GB 

Hard Disk 320 GB 
Operating system Microsoft Windows 7 Ultimate 

Programming Language Matlab R2019b 

 
 

For evaluation in this article, three datasets named Dolphin, Football and Zichary Karate Club have 

been use. The criterion for evaluation is a criterion called NMI, which measures the similarity of a 

community with the main community. In the results, all three communities compared with the final 

NMIs and the path to those NMIs. The results presented in the form of graphs in Figures (2-4). For 

example, in the Football community, the NMI obtained by the MGA comparison method is 0.5798%, 

but for the proposed method, it is close to 0.6%. Also, the path to obtain NMIs in 200 repetitions in the 

proposed method is better. In the other two Dolphin and Zichary Karate Club societies, the NMI 

proposed method was 0.5445% and 0.8372%, respectively, which is an improvement over the compared 

method. Also, the path of obtaining NMIs in 200 repetitions in the proposed method is better. According 

to the obtained results, it can be seen that the method of the compared article is stuck in local 

optimization and could not work better from one place to another, but the proposed method of this 

article has been able to escape to a large extent the trap of local optimization. 

 



 
 

 
Figure 2: NMI review between the proposed and compared methods in the Football dataset 

 



 

Figure 3: NMI review between the proposed and compared methods in the Dolphin dataset 

 
 

 
 

 

 

Figure 4: NMI review between the proposed and compared methods in the Zichary Karate Club 

dataset 



6. Conclusion 

The ability to discover communities inside a network is crucial for studying the structural and 

operational features of large-scale systems. Social scientists and practitioners of information extraction 

and retrieval, for example, might benefit from the knowledge gathered by community detection. 

Insights regarding the activities and interactions of groups of users may be gleaned from social media, 

making it a valuable resource. Due to their size and volatility, these networks provide significant hurdles 

for data mining techniques. In order to get insight into the structure and organization of a network, one 

might do "community identification," which includes locating clusters of nodes that are more linked to 

one another than other nodes. Individuals on social networks often group together into tight-knit groups 

with many connections between members. The structure and interactions within a social network may 

change over time, a phenomenon known as "dynamic evolution." Using the multi-objective particle 

swarm optimization technique, this research reveals the best approach to socializing and identifying 

communities. Extensive testing on the Dolphin, Football, and Zachary Karate Club datasets show that 

the suggested technique outperforms the benchmark. 
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