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Abstract 

Parkinson's disease cannot be diagnosed and identified until the onset of motor 

symptoms and signs. Therefore, early detection of this disease is very crucial to 

prevent adverse events.  

This study deals with the diagnosis of Parkinson's disease based on handwriting 

patterns. The proposed algorithm has several steps; including image processing, 

feature extraction, and classification. One of the most important steps in this process 

is the implementation of the classifier. More power in the learning process of the 

classifier leads to enhanced detection accuracy. For this purpose, we used the CNN 

classifier to classify and diagnose the disease and achieved a detection accuracy of 

80.4%. 

 

Keywords: Parkinson, Handwriting, Convolution neural network. 
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1-1 Introduction 

Today, most organizations store a huge amount of data and information in their 

databases. These organizations need to understand such data and extract useful and 

existing knowledge. Data mining, as an interdisciplinary science, can reveal valuable 

and hidden information in a huge amount of data. Data mining integrates various 

fields to do this, such as database, statistics, machine learning, and other related 

fields [14]. 

In fact, the process of recognizing models and patterns in data is called knowledge 

discovery. The characteristics of these models and patterns include usefulness, 

validity, novelty, and complete understanding. A stage of the knowledge discovery 

process during which patterns are found in data is called data mining. These patterns 

are obtained based on specific data mining methods and with computational 

efficiency [14]. 

In other words, data mining extracts knowledge from big data and performs the 

necessary analysis, investigation, and prediction. Essentially, this process goes 

beyond data collection and management. By providing the ability to recognize trends 

in data and also automatically extract patterns, data mining is used in various 

industries and sectors such as insurance, banking, medicine, and retail with the goals 

of strengthening research, increasing sales, and reducing costs. In the past few 

decades, the use of data mining in the medical field has been welcomed. The medical 

environment usually has a lot of information and requires knowledge discovery. 

Data mining techniques are used to emerge this science. The reason for the use of 

data mining methods by medical researchers in advanced countries is the rapid 

growth of medical databases. These researchers use these techniques to discover 

science. Today, hidden patterns in data are discovered using data mining techniques. 

Subsequently, such patterns are appropriate for the databases. For example, by 
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building relevant patterns in the medical field, a decision support system can be 

created to help doctors draw conclusions. One of the challenging areas in the past 

decade has been how to apply data mining and machine learning methods to medical 

and health data. The characteristics of medical data mining are specific to this field. 

For this reason, data mining in this field is different from data mining in other 

problems and applications. For example, researchers using data mining in other 

fields may encounter fewer problems and limitations. Problems such as 

heterogeneous data, private or confidential data, distributed and large data, as well 

as ethical, legal, and security aspects should also be considered [13]. 

In the field of handling big data, data mining expands and is integrated with methods 

and fields such as machine learning, pattern recognition, statistics, artificial 

intelligence, and database. Therefore, many techniques have been inspired by these 

sciences [11]. 

1-2 Problem Statement 

Research conducted in the field of medicine has proven that the handwriting of 

Parkinson's patients is different from that of normal individuals. Researchers want 

to obtain parameters to well represent these changes. In the research conducted, 

distinct methods and solutions were investigated and presented for this purpose. The 

aim of the solutions is to provide a suitable proposal for processing handwritings in 

order to diagnose and identify Parkinson's disease. In recognizing and examining 

handwriting patterns, the neural network classifier plays an important and prominent 

role in classification. A neural network is an approximate model of the brain and, 

like connected neurons in the brain, has a parallel structure and function. A neural 

network has the ability to learn and adapt. It also has the power to adjust parameters. 

Support vector machine (SVM) is one of the best-known and most widely used 

methods in the field of classification. Input vectors and parameters are mapped to a 
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multidimensional space. Then, a hyper-plane is constructed and separates the inputs 

from each other with the greatest distance. The goal of this method is to determine 

decision boundaries in such a way that the minimum distance to each class is 

maximum. The boundary determination method is based on support vectors. Data 

close to the separating hyper-planes are called support vectors [1,2,3]. 

1-3 Importance of Research 

Parkinson's disease cannot be diagnosed and identified until motor symptoms and 

signs appear. Therefore, early diagnosis of this disease is very crucial in order to 

prevent adverse events. For various reasons, such as the advanced age of patients 

and motor problems, the identification of this disease should not require the presence 

of the individual patient in the clinic. Also, the information should be easily 

transferable [4]. 

1-4 Applications of medical data mining 

Much of the knowledge accumulated in medical databases is the result of modern 

medical processes. The most important applications of data mining in the fields of 

medicine and healthcare are introduced below. Data mining has many and diverse 

applications in these fields [13]. 

1-4-1 Prediction and diagnosis of diseases 

Today, a large amount of information about patients and their medical conditions is 

collected in clinical databases. Useful knowledge can be discovered in such data sets 

and used in scientific decision-making for analyzing and diagnosing diseases. 

Diagnosis of disease and appropriate treatment method in medical science is of 

particular importance for patients. If appropriate treatment is not applied to the 

patient, it has destructive effects and causes waste of time and money. Also, incorrect 

selection in some cases leads to the death of the patient. Some doctors do not have 

sufficient skills in their professional field. In some cases, there are few experts. As 
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a result, the existence of a system for diagnosing and selecting the appropriate type 

of treatment for patients is useful. Such systems also lead to cost reduction in 

addition to increasing accuracy and efficiency. One of the most important causes of 

death in most countries is chronic diseases such as diabetes, cardiovascular diseases, 

and obesity. By searching and exploring the data of similar patients in the past and 

also comparing and matching common symptoms, it is possible to diagnose and 

predict diseases [13]. 

1-4-2 Effectiveness of treatments 

Data mining provides an accurate analysis of the path of successful operations by 

comparing the factors, symptoms, and treatment methods of a disease. The results 

of such studies can be used to evaluate the effectiveness of medical treatments. For 

example, the best treatment method with the lowest cost and complications can be 

determined by comparing the results of classifying patients treated with different 

drug groups for a specific disease. It is also possible to identify successful treatments 

for a specific disease based on data mining. Examples of data mining applications in 

this field include: 

 Identifying the relationship between different side effects of a treatment 

method  

 The relationship between the patient's treatment and response  

 Determining the most suitable drug combinations for treating a subset of 

patients with a specific disease, especially different reactions to prescribed 

drugs during treatment  

 Determining preventive steps to reduce pain 

1-4-3 Health and medical services management 

Data mining in the field of health and medical services management is effective in 

activities such as identifying more widely and better chronic diseases and high-risk 
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patients, planning appropriate activities, and reducing requests and referrals to 

medical centers. For example, based on demographic characteristics, the medical 

status of patients can be classified. Identifying groups in greater need of medical 

resources also facilitates the development of programs for training and management 

of their medical condition. Searching and exploring data in a medical center can 

improve services. It can also help to improve the patient's condition faster, reduce 

the length of hospitalization, prevent clinical complications, and provide useful 

information needed by doctors, as well as predict items such as the number of 

manpower required for various operations, the number of clients, the amount of 

working hours, the number of surgeries, drugs, and equipment needed for the future. 

1-5 Challenges of data mining in medicine 

The implementation and use of data mining in the medical field creates problems 

and difficulties that distinguish it from data mining in other applications. Familiarity 

and awareness of these problems will certainly improve medical data mining and 

make it more effective in supporting decision-making and preventing errors. Below 

are some of the challenging issues in different fields of medical data mining. 

1-5-1 Heterogeneous medical data 

The specific characteristics of medical data are rawness, volume, non-uniformity, 

and distribution. The huge volume of data is a problem that has involved the medical 

industry. For example, imaging techniques such as MRI, SPECT, PET, and a group 

of ECG and EEG signals produce up to several gigabytes of data daily. The existence 

of different structures in medical data sets causes a kind of inconsistency and 

entanglement. Medical data is obtained from various sources, as described below. 

 Various images and signals 

 Patient examinations 

 Laboratory and clinical findings 



13 
 

 Physician notes, observations, and interpretations 

 Accounting and admission departments 

All of the above can be effective in prediction, identification, and treatment and 

cannot be ignored. Storing large amounts of heterogeneous data requires high-

capacity systems. Data analysis and exploration also requires powerful data mining 

tools. Despite the large number of data mining systems and tools, their ability to 

manage and utilize large and heterogeneous amounts of data varies. A very 

important and decisive point about this data is the ability to use and extract 

knowledge from it. If the information is stored in an incomprehensible format, it is 

less useful. In these situations, methods such as random sampling, selection of 

meaningful features and attributes related to the data mining objective are used to 

convert the data into an understandable and uniform format and to reduce the data 

dimensions. When faced with big data, the use of visualization methods can play an 

important role. By presenting the results in the form of a snapshot, this technique 

displays a lot of information [13]. 

1-5-2 Confidentiality and security of human data 

One of the important principles of medicine is the confidentiality of doctors and 

medical centers and the trust of the patient. Therefore, researchers should pay special 

attention to the security of medical data. Compliance with the principle of 

confidentiality of information makes it impossible to directly access all data. In order 

to support the principle of confidentiality of medical data, certain regulations are 

developed by some governments. For example, it is recommended that data related 

to patient identification such as name, address, telephone number be hidden. 

According to one of these recommendations, patient identification data should not 

be accessible in any way. For example, only information related to determining the 

disease should be accessible. In some cases, this is not acceptable. The reason is that 
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in most cases, more information is needed from a specific patient. Also, 

communication with the patient is needed to verify the accuracy of data mining 

methods. For example, after determining the disease and treatment using data mining 

methods, communication with the individual is required. One of the important issues 

in the use and especially the transfer of data is security. Before hiding patient 

identification information, only authorized persons are allowed to access this data. 

Medical data can be prepared using one of the following four methods. 

 Data without identifier: At the time of data collection, the identification 

information of the patients has been removed.  

 Anonymized data: The identification information of the patients is included with 

the original data. Such information is deleted over time and irreversibly. 

Subsequently, the original data cannot be retrieved.  

 Data with encoded identifiers: The identification information of the patients is 

encoded with the original data. In order to identify these patients, this information 

is decoded under the conditions set by the encoder.  

 Identified data: With the written consent of the patients, their identification 

information is included in the data set. For research and data mining purposes, 

identifiable data is the most suitable. If necessary, under certain conditions, it is 

possible to access the original data. The loss of patient trust can be the only 

challenge with this method. As a result, to prevent unauthorized access to data, 

data mining experts should be aware of the existing standards. They should also 

be familiar with how to prepare the data to keep the information secret. 

1-5-3 Need for experts 

In large medical datasets, identifying patterns and determining hidden connections 

in this data is possible based on data mining. However, without cooperation with 

experts and medical professionals, these results are not useful. Some patterns 
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obtained from data mining are not useful and meaningful. These discovered patterns 

should be examined and evaluated in terms of logic, feasibility, and innovation by 

experienced medical professionals. 

1-6 Research objectives 

This study aims to provide a method and solution for diagnosing and identifying 

Parkinson's disease through handwriting and hand tremor patterns. To this end, this 

goal is achieved in the following steps. 

 

 

 

 

 

 

 

This method has several limitations, for example, the patient has not yet experienced 

a movement disorder in the early stages of the disease. The handwriting and pattern 

of these individuals are completely similar to healthy individuals. In some cases, the 

acquired pattern is similar to the data of Parkinson's patients. Therefore, the accuracy 

of recognizing the pattern of individuals is definitely affected. 

1-7 Organization of the thesis 

In this chapter, the overview, basic concepts, and also the innovation of the research 

in terms of studying the nervous system and handwriting production operations were 

described. Chapter 2 deals with the concepts and methods proposed in the diagnosis 
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of Parkinson's. Chapter 3 reviews some studies conducted in the field of diagnosing 

Parkinson's based on handwriting. Chapter 4 presents the method proposed in the 

leading research. Chapter 5 presents the results of the proposed method. Finally, 

suggestions for future work in this field will be recommended. 
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2-1 Definitions of data mining 

Advanced information management technology includes various types of 

information. The main challenge is data mining and discovering knowledge from 

large amounts of data. At the same time, traditional statistical methods and 

management tools are not enough to analyze this data. In fact, the goal of data mining 

operations is to extract only useful information. The exponential growth of this data 

worldwide multiplies the importance of this operation [15]. 

A brief description of the common definitions of knowledge discovery and data 

mining is provided below. 

 In large and complex data sets, descriptive computer data is analyzed. 

 In big data sets, a secondary analysis is performed. 

 Structure exploration in information emphasizes the similarity of algorithmic 

research with research carried out with the help of an information 

management system. 

 The process of identifying valid, novel, useful, and ultimately understandable 

patterns in data is knowledge discovery. 

 Applying a version of machine learning to big data includes a wider range of 

tasks and unsupervised methods in addition to supervised learning. 

 Data mining is a statistical technique in significant quantity and rate. 

 Data mining is a rapidly growing interdisciplinary field used for information 

and valuable knowledge extraction from large amounts of data and combines 

various fields such as databases, statistics, machine learning and other related 

fields. 

 Data mining is the discovery of understandable patterns and rules from large 

amounts of data. This process is also called knowledge discovery. The 

preference of the presenters is to use the term knowledge creation. 
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 Extracting knowledge from large amounts of data is called data mining, which 

finds interesting patterns in large amounts of information [14]. 

2-2 Data mining techniques 

The main data mining techniques are divided into two classes: descriptive and 

predictive. The task of the descriptive class is to identify and generalize the 

properties of the data. The goal of descriptive methods is to discover patterns that 

can be interpreted by humans. Predicting the future behavior of data is one of the 

tasks of the predictive class. Estimation is the use of several variables in the database 

in order to estimate the future values of the parameters of interest [14]. Data mining 

methods are represented in Figure (2-1). 

 

Figure 2- 1- Data mining methods [10] 

2-3 Machine learning methods 

In general, the analysis in this method is realized in two supervised and unsupervised 

ways. The main and important goal of this method is to predict t for input x. 

Therefore, we will discuss two different situations. 

 Regression where t is a continuous variable 
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 Classification where t belongs to a continuous set 

Most research falls into the second class and tries to find the best classification 

machine. 

2-4 Support vector machine 

Support vector machines or SVMs are used to detect and identify patterns and select 

the best solution. SVM-based classification is possible using a linear combination of 

the kernel function of the support vector data. Linear SVM is the easiest case of a 

hyper-plane to separate positive and negative samples with the greatest distance. 

 

Figure 2- 2- SVM as a hyper-plane for linear separation of samples in data space 

The classification performance of SVM is based on a binary separator. A 

combination of multi-class support vector machines can be used for pattern 

recognition and identification. There are generally two approaches to this goal. The 

first is the "one-versus-all" strategy to classify each pair of classes and the remaining 

classes. The second is the "one-versus-one" strategy to classify each pair [10] 

2-5 Naive Bayes 

In the naive Bayes structure and model, no type of relationship is allowed, and all 

features are assumed to be independent of each other. This structure is not used in 
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large-scale data classification. Recently, many efforts have been made to improve 

and enhance classification in areas such as selecting a set of features. Naive Bayes 

classification is good for most unrealistic data sets, assuming independence between 

features. The independence assumption ignores any relationship. Extending the 

structure and model of naive Bayes to clearly represent the dependence of variables 

is a way to overcome the limitations of naive Bayes [11]. 

2-6 Partitioning data into training and testing parts 

In 2-fold partitioning, half of the data is assumed to be training data and the other 

half as testing data in a completely random manner. This process is executed twice 

in a row. Similarly, in 5-fold partitioning, all the data is assumed to be completely 

random. In the random mode, 80% of the data is considered for training and 20% for 

testing. In each run, the training data and testing data are swapped. Also, in 10-fold, 

90% of the data is assumed for training and 10% for testing. 

2-7 Convolution neural networks 

Convolution neural networks (CNN) are one of the most important deep learning 

methods in which multiple layers are trained in a powerful way. This method is very 

efficient and is one of the most common methods in various computer vision 

applications. The architecture of a convolution neural network is shown in the figure 

below. In general, a CNN consists of three main layers, namely the convolution 

layer, the pooling layer, and the fully-connected layer. Different layers perform 

different tasks. In each convolution neural network, there are two stages for training, 

namely feed forward and backpropagation. In the first stage, the input image is fed 

to the network and a dot product between the input and the parameters of each neuron 

and finally the convolution operation is performed in each layer. Then the output of 

the network is calculated. In order to adjust the network parameters (network 

training), the output result is used to calculate the network error rate. The network 
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output is compared with the correct answer using an error function and the error rate 

is calculated. Then, based on the calculated error rate, backpropagation process 

begins. In this stage, the gradient of each parameter is calculated according to the 

chain rule and all parameters are changed according to their effect on the error 

generated in the network. After updating the parameters, the next stage, namely feed-

forward, begins. After several iterations, the network training stages end. 

 

 

Figure 2- 3- Architecture of a convolution network 

2-8 Measurement criteria 

The following 3 parameters are used to measure the accuracy of the simulation and 

comparison with the reference paper. 

RECALL=
𝑡𝑝

tp+fn
 

Precision= 
𝑡𝑝

tp+fp
 

F-score= 
2𝑡𝑝

2tp+fp+fn
 

𝑇𝑝: Indicates the people who are correctly identified as positive. 
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𝐹𝑛: Indicates the people who are falsely identified as negative. 

𝐹𝑝: Indicates the people who are falsely identified as positive. 

The following table represents the accuracy of the reference paper with respect to 

the aforementioned parameters for 3 different classifiers. 

 

2-9 Decision tree 

One of the powerful classification techniques is decision tree, which is gaining 

popularity with the increasing growth of data mining. In decision tree-based 

classification, the samples are arranged in a tree from the root node to the leaf nodes 

[14]. The classification of the samples is done from the root downwards until it 

reaches the leaf nodes at the end of the path. In this path, a feature is created for each 

internal or non-leaf node. This feature poses a question related to the input sample. 

The number of branches in the tree is equal to the number of possible answers to the 

question at each internal node. The value of each of these branches is determined by 

the answer to the question. In this tree, the leaves are identified by a set of answers 

or a class. Since the tree represents a decision process to identify the class of the 

input sample, this method is known as a decision tree. When a unique answer must 

be presented in the form of a class or class name or in problems where the training 

samples are specified as pairs (value-feature) and the output of the objective function 

is discrete values, a decision tree can be used. For example, each example is specified 

as yes or no. Some examples of decision trees include C5, C4.5, ID3, and CART. 
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Decision trees are usually used to estimate discrete functions. The characteristics of 

decision trees include resistance to noise in the input data and efficiency for working 

with big data. For ease of understanding, the decision tree can be represented by if-

then rules. It is also possible to combine the hypotheses in the decision tree in “OR” 

and “AND” manner. This technique can be used even in training samples that do not 

have all the features [16]. 

One of the supervised classification methods is the decision tree, which aims to reach 

the target variable using decision rules. The advantages of this method include 

simplicity, ease of understanding and elimination of decisions that do not have 

generalizability. Depending on the decision tree method, various criteria can be used 

to select nodes, such as information gain and Gini Index, DKM, and Likelihood [12]. 

Creating a decision tree is done in the following steps. 

 Based on the gain ratio, information gain, Gini index, etc., the best feature of 

the training data set is selected.  

 A branch is added to the tree for all selected feature values.  

 The above steps are continued until the class feature is reached and placed in 

the leaves of the tree.  

 If the tree structure is confirmed as defined, a downward movement is 

performed in all records (downward growth). Otherwise, the steps are started 

again from the beginning [17]. 

Information gain 

Information gain is one of the most famous criteria for building a tree and selecting 

nodes. This measure is expressed based on the entropy criterion and its estimation 

equation is introduced below [12]. 
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𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑛 𝐺𝑎𝑖𝑛(𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐷) − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐴(𝐷)                            (2-2) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐷) = − ∑ 𝑃𝑖 × log 2(𝑃𝑖)

𝑐

𝐼=1

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐴 = ∑
|𝐷1|

𝐷

𝑣

𝑖=1

× 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐷𝑗) 

 

2-10 Regression 

The goal of regression is to predict the value of a variable using a function. This 

method estimates the output value based on the input values. For example, 

estimating the height of children by considering their age and weight values is one 

of the applications of regression [13]. 

2-11 Time series analysis 

This method tests a feature at regular and equal time intervals to determine its value. 

For example, the values of a patient's specific features may be determined by hourly 

or daily tests. This method is also used to detect similarities between time intervals 

and predict future values [13]. 

2-12 Visualization 

Visualization is a useful method for discovering patterns in a medical dataset. By 

displaying data in the form of graphs and images, it is possible to classify them into 

appropriate clusters. It also strengthens the power of data-based decision-making 

and the entire process is faster and more accurate with less cognitive effort. For 

example, consider a dataset of heart patients. Patients with high blood pressure have 
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an unusual disease state. This group is separated as a special subset from the main 

set to discover more knowledge by applying other data mining methods [13]. 

2-13 FKNN 

The K-nearest neighbor algorithm uses a non-parametric structure for classification. 

The most common class among the k nearest neighbors is assigned to the data. 

FKNN is a KNN algorithm based on fuzzy theory. To detect special and unique 

classes, FKNN divides the fuzzy members of the sample into different groups 

according to the following equations [18]. 

𝑢𝑖(𝑥) =
∑ 𝑢𝑖𝑗

𝑘
𝑗=1 (1/‖𝑥 − 𝑥𝑗‖

2/(𝑚−1)
)

∑ (1/‖𝑥 − 𝑥𝑗‖
2/(𝑚−1)

)𝑘
𝑗=1

 

(2-12) 

where 𝑖 = 1,2, ⋯ , 𝐶 and 𝑗 = 1,2, ⋯ , 𝑘 reflect the classes and k represents the 

number of nearest neighbors. Also, m is the length fuzzy component to identify the 

distance weight value to calculate the neighbor contribution compared to the 

member value. Finally, this value is chosen as 𝑚 ∈ (1, ∞). Also, ‖𝑥 − 𝑥𝑗‖ is the 

distance between x and the jth nearest neighbor of 𝑥𝑗. The distance is often measured 

in terms of the Euclidean distance metric. 𝑢𝑖𝑗 is the degree of membership in the 

structure 𝑥𝑗 of the training set of class i, among the k nearest neighbors of x. 

There are two ways to represent 𝑢𝑖𝑗. The first way is the definite membership, i.e. in 

each learning structure an example has full membership in a given class and no 

membership in other classes. The second way is the very limited fuzzy membership, 

i.e. the nearest neighbor of the training structure (𝑥𝑘) is found and the membership 

of 𝑥𝑘 in the class is possible as follows. 
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𝑢𝑖𝑗(𝑥𝑘) = 𝑓(𝑥) = {
0.5 + (𝑛𝑗 𝑘⁄ )

∗
0.49, 𝑖𝑓 𝑗 = 1

(𝑛𝑗 𝑘⁄ )
∗
0.49          , 𝑖𝑓 𝑗 ≠ 1

 

 

𝑛𝑗 is the number of neighbors found in the jth class. It should be noted that the 

membership estimated by Relation 2 satisfies the following equations.  

 

∑ 𝜇𝑖𝑗
𝐶
𝐼=1 = 1,    𝑗 = 1,2, ⋯ , 𝑛 

0 < ∑ 𝑢𝑖𝑗

𝑛

𝐼=1

< 𝑛, 

𝑢𝑖𝑗 ∈ [0,1] 

 

After estimating the memberships for a query, the example is assigned to the class 

with the maximum membership value [18]. 

𝐶(𝑥) =

𝑐
𝑎𝑟𝑔𝑚𝑎𝑥(𝑢𝑖(𝑥))

𝑖 = 1
 

 

2-14 CRISP methodology 

There are various methods for implementing and executing data mining projects. 

The CRISP method is one of the most powerful methodological methods, including 

the following steps. 

 System identification  

 Data identification  

(2-13) 

(2-14) 

(2-15) 



28 
 

 Data preparation  

 Modeling, evaluation, and system development 

Each step is divided into several sub-steps [14]. 

 

Figure 2- 4-  Steps of the CRISP methodology [10] 

2-15 Proposed method 

As mentioned in the previous section, the proposed method of the basic paper [9] is 

divided into three parts, including image processing, feature extraction, and 

classification. One of the most important steps in this work is the classifier. The 

higher the learning power of the classifier, the higher the accuracy of the detection. 

For this purpose, we use a powerful CNN classifier to classify and diagnose the 

disease. Convolutional neural networks or CNNs are an example of deep neural 

networks that are usually used to perform image or speech analysis in machine 

learning. Convolutional neural networks use a type of multilayer perceptron to 

minimize preprocessing. Our goal is to increase the accuracy of Parkinson's disease 

diagnosis based on the learning ability and scalability of deep CNNs. These special 

capabilities provide significant advantages over the results of the reference paper. 

  



29 
 

 

 

 

 

 

 

Chapter Three: A Review of Resources 
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3-1 Literature Review 

The movement of the hand while writing has been studied in [5]. The location and 

position of the pencil on the tablet were recorded and a vector of indicators such as 

the standard deviation of the speed, signal entropy was calculated to identify and 

represent the time and location of the pencil. Using the information and data of 

healthy individuals and PDs, different statistical indicators were presented between 

the two groups. Dopamine release in PD individuals is lower than normal. Also, 

ability to control the speed of movement of the parameter is affected. Changes in 

writing have multiple peaks. However, in healthy individuals, only one peak is seen. 

Researchers in [3] studied the movement and function of the hand while writing. The 

movement of the hand during writing includes two components, namely the pressure 

exerted by the screen and the movement of the hand in the air while touching the 

screen. The study included 37 PD patients and 38 healthy individuals. The two 

groups were asked to write a specific sentence. They were provided with a normal-

sized ink pen. All signals were recorded using a digital tablet. The number 0 was 

considered for the pencil being up (moving in the air) and the number 1 was 

considered for the pencil being down (moving on the page). 
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Figure 3- 1- is an example of hand movement on the surface (blue line) and in the air (red line) 

while writing [4] 

Signal (a) corresponds to the healthy group and signal (b) represents people with 

Parkinson's disease. As it is known, the patient's hand movement in the air and on 

the paper has tremors. 

In [6], the visual grapomotor feature of PD patients was evaluated. Neural networks 

were used to analyze the data. Therefore, different visual features were generated 

from different grapomotor samples. Finally, the extracted features were classified 

by a support vector machine and an accuracy of 83% was achieved based on visual 

information alone. 

The researchers in [7] aimed to investigate the question "Do dynamic handwriting 

features have the ability to support the diagnosis of PD in the early stages?" For this 

purpose, a subset of the PaHaW dataset was used. Finally, a classification framework 

based on multiple different classes was presented. The movement disorder 

symptoms of advanced Parkinson's patients were measured using spiral data drawn 

by a tactile telemetry device. 
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In [8], movement symptoms were determined to automate the visual interpretation 

of the spiral data. Two groups of 65 Parkinson's patients and 14 healthy individuals 

were selected. Spatial and temporal features were used as input parameters of the 

vector machine. The best classifier (multilayer perceptron) was able to classify 

motor symptoms (slowness and involuntary repetitive movements) with an accuracy 

of 84% and an area under the curve of 86%. In clinical science, the main focus and 

goal is to determine the severity of symptoms of speech disorders, tremor, slowness, 

and abnormal repetitive movements. Analysis of the spiral drawn on the tablet is a 

sensitive and reliable solution to determine tremor in patients. 

3-2 Basic paper 

In [9], using computer vision-based techniques, the results of some methods on the 

automatic diagnosis of Parkinson's were obtained. The dataset used in this study was 

collected by clinical handwriting examinations of several clinics. The data was 

analyzed using image processing and machine learning techniques. In addition, a 

new numerical feature called the relative mean tremor is proposed to measure the 

degree of tremor of an individual's handwriting. The proposed method of the 

reference paper is divided into three parts: image processing, feature extraction, and 

classification. 

Using computer vision-based classical image processing techniques such as 

combining a blurring filter and some morphological and thresholding operations, the 

handwriting track (HT) was extracted from the spiral template (ST). Then feature 

extraction was applied to the handwriting separated from the spiral template. Feature 

extraction was performed with the aim of describing ST and HT and then comparing 

them to evaluate the "difference" between the two images. These features are the 

root mean square (RMS) difference between the ST and HT radius, the maximum 

difference between the ST and HT radius, the minimum difference between the ST 
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and HT radius, the standard deviation of the difference between the ST and HT 

radius, the maximum HT, the minimum HT, and the standard deviation of the HT 

radius. Finally, the extracted features were classified using three classifiers called 

NB, OPF, SVM, and achieved an accuracy of 78.9%, 77.1%, and 75.8%, 

respectively. 
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Chapter Four: Proposed Method 

  



35 
 

4-1 Introduction 

According to research conducted in the field of medicine, the handwriting of 

Parkinson's patients is different. Researchers want to obtain parameters to represent 

such changes. In the research conducted, different methods and solutions were 

examined and presented. The purpose of introducing and examining some solutions 

is to present a suitable proposal for processing handwriting for the diagnosis and 

identification of Parkinson's disease. In recognizing and examining handwriting 

patterns, the neural network classifier plays a vital role in classification. In this 

research, we use the convolution neural network (CNN) for data classification, 

which is described below. 

In the rest of this chapter, we describe the database used and the evaluation criteria 

used. Finally, we introduce the steps of the proposed method of this study. 

4-2 Database 

One of the most challenging processes when facing the diagnosis of Parkinson's 

disease (PD) is the use of visual information and signals from patient examinations. 

Previous works used high-end imaging technology (MRI) for such purposes. 

However, this technology is expensive and may be dangerous for patients. In 

addition, most of the signal-based datasets for PD diagnosis are small and do not 

reflect the real aspects. 

In order to overcome such shortcomings, we created a new dataset consisting of 

images extracted from handwritten examinations of 55 individuals. 37 individuals 

from the test group are included with Parkinson's disease (patient group) and the 

remaining 18 are included with healthy individuals (control group). Furthermore, the 

age of individuals in the patient group and control group varies within the range of 

[38, 78] and [19, 79], respectively. The patient group is divided into 25 males and 

12 females. Meanwhile, the control group is included with 6 males and 12 females. 
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This dataset was collected at the Botucatu School of Medicine, State University of 

São Paulo, Brazil. The writing test basically consists of filling out a form in order to 

perform some tasks such as drawing circles, spirals, and vehicles. Figure 4-1 shows 

the exam of a 56-year-old male patient in which the essential tremor of Parkinson's 

disease is visible. 

 

Figure 4- 1- Handwriting sample of a 56-year-old Parkinson's patient 

Although we are faced with tasks related to spirals and curves, the first version of 

our dataset only includes images of spirals. Although we have 4 spirals in each exam, 

some subjects did not perform all of them. Therefore, the proposed dataset consists 
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of 373 samples (4 spiral samples per subject). Figure 4-2 represents examples of 

spirals extracted from the dataset. 

 

Figure 4- 2- Some samples of spirals extracted from the dataset 

4-3 Evaluation criteria 

Evaluation criteria are very important items to identify the most desirable technique 

for performing the test. In this study, the accuracy criterion is used and is defined as 

follows. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑎𝑐𝑐) =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
  

(4-1) 

where TP is true positive, TN is true negative, FN is false negative, and FP is false 

positive. 
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4-4 Proposed method 

In this study, handwriting images of people undergoing Parkinson's test are 

automatically examined by MATLAB software and patients and healthy people are 

separated by machine processing and machine learning methods. The MATLAB 

program consists of two parts, namely feature extraction and classification. In the 

feature extraction part, patients' handwriting images are fed. Then, handwriting and 

printed lines are separated and compared to obtain the relevant features. The angular 

profile of the image pixels is used to identify the corresponding points on the 

handwriting and printed lines. Then the features are generated in the same order as 

mentioned and are classified by the deep neural network in the next step. Figure 4-3 

represents the block diagram of the proposed method. 

 

Figure 4- 3- Block diagram of the proposed method 
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In this section, we describe the proposed dataset design method of handwriting test. 

To achieve this, we divide the proposed method into two parts, namely (i) image 

processing and (ii) feature extraction. First, we need to extract the handwriting trace 

(HT) from the spiral template (ST). This is because the images are intertwined. Later, 

we use HT and ST to calculate features based on their shapes. Figure 4-4 shows an 

example of the input image and the corresponding spiral template and handwriting. 

 

Figure 4- 4- A sample of the input image and the corresponding spiral template and handwriting 

4-4-1 Image processing 

In order to segment ST and HT, we combined some classical image processing 

techniques such as blurring filters and mathematical morphology. The extraction 

processes of both ST and HT contours are performed separately. Since the images 

are digital, we performed a preprocessing step to reduce noise and unwanted artifacts 

using a 5×5 mean filter. Then, by thresholding the smoothed image, the spiral 

template was extracted to obtain a binary 𝑀𝑆𝑇
𝑖  mask of the spiral. This process is 

performed as follows. 

                                        (4-2) 
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where Ri, Gi, and Bi are the values of the ith pixel of the input image in the “Red”, 

“Green” and “Blue” channels respectively. In short, if Equation 4-2 holds, the 

foreground (spiral template) pixels are set to 1 (“black”) and the background pixels 

are set to “white” as shown in Figure 4-4. Suppose the pixel in the original (input) 

image is black or almost black. It is reasonable to assume low brightness values for 

such pixels when searching for the spiral itself. Finally, to ensure a fully-connected 

spiral template, we used an open operation (erosion followed by dilation). Figure 4-

5 represents the proposed path for ST extraction. 

 

Figure 4- 5- Image processing steps in the spiral template extraction process 

In the HT extraction step, we used a similar approach to the previous method used 

to extract the spiral pattern. However, some additional steps and a different 

thresholding method are applied, since the HT and the background are blue. In the 

first step, we used mainly HT edge filters, 5×5 median filter, followed by 5×5 

median filter to smooth the image to reduce noise and small artifacts. Furthermore, 

thresholding on the filtered image F is performed using the following equation. 

                                     (4-3) 
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where Fi stands for the brightness of the ith pixel. The visual idea behind this step is 

to remove pixels with pseudo-similar values for the three channels (i.e., background 

pixels). Also, pixels with significant differences between the channels (background 

- HT - pixels) are retained. Figure 4-6 reflects the proposed path for HT extraction. 

 

Figure 4- 6- Image processing steps in the case of manual tracking 

4-4-2 Feature extraction 

The objective of feature extraction is to describe ST and HT and then compare them 

to assess the “difference amount” between the two images. To achieve this goal, we 

need a concise and compact representation of ST and HT. This process is performed 

here using a skeleton of thresholded images. Therefore, we extracted the skeletons 

of ST and HT images based on the thinning algorithm proposed by Zhang Suen [17]. 

This algorithm consists of two parallel routines including (a) removing the southeast 

boundary points and northwest corner points and (b) removing the northwest 

boundary points and southeast corner points. Figures 4-7 and 4-8 show the thinning 

results of the spiral template and the handwriting path, respectively. 
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Figure 4- 7- Thinning of the spiral template using Zhang Suen’s algorithm 

 

Figure 4- 8- Thinning of the handwriting path using Zhang Suen’s algorithm 

Then, we extracted 9 numerical features from each skeleton (i.e., ST and HT) by 

measuring the statistical differences between them. Before describing the feature, 

we introduce the “radius” of a spiral point. The radius is actually the length of the 

straight line connecting a given point to the center of the spiral, as shown in Figure 

4-9. The “red” point means the center of the spiral. Also, some random points 

("white") are connected to the thin spiral line (skeleton). 

 

Figure 4- 9- Some random points and a straight line connecting the spiral center 

point 

A brief description of each feature is given below. 

1) Root mean square (RMS) is based on the difference between the ST and HT 

radii. RMS is calculated as follows. 

                                                                       (4-4) 
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where n is the number of sample points extracted from each ST and HT skeleton. 

Also, 𝑟𝑆𝑇
𝑖  and 𝑟𝐻𝑇

𝑖  represent the ith sample point of the ST and HT radii, respectively. 

2) Maximum difference between ST and HT radii: 

                                                                             (4-

5) 

3) Minimum difference between ST and HT radii: 

                                                                              (4-

6) 

4) Standard deviation of the difference between ST and HT radii. 

5) Mean relative jitter (MRT): We proposed this numerical evaluation technique to 

measure the "jitter amount" of an individual's handwriting. This metric is defined as 

the average difference between the radius of a given sample and its d nearest left 

neighbors. MRT is calculated as follows: 

                                                                (4-7) 

where n is the number of sample points and d is the amount of displacement of 

sample points to calculate the radius difference. The following three features are 

calculated based on the relative jitter. 

6) Maximum HT. 

7) Minimum HT. 
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8) Standard deviation of HT values. 

9) Number of times the difference between ST and HT radius changes from negative 

to positive or vice versa. 

4-4-3 Classification by CNN deep neural network 

After extracting the image features, the data must be classified by an appropriate 

classifier. In this study, an 8-layer convolutional neural network was used. Using 

fewer layers or a different algorithm may affect the behavior of the neural network. 

The components of this 8-layer structure are: 

 Input layer 

 Convolutional layer 

 ReLU layer 

 First fully-connected layer 

 Second fully-connected layer 

 Third fully-connected layer 

 Softmax layer 

 Classification layer 

Below, we briefly describe these layers. 

4-4-3-1 Input layer 

Images are the main input to the network. Next, the information is normalized. 

4-4-3-2 Convolution layer 

By passing a filter along the input in the vertical and horizontal directions, the point 

output of the weight and input are estimated, and then a bias is added. 

4-4-3-3 ReLU layer 

Rectified linear unit performs the threshold function for each of the input parameters. 

Values less than zero represent zero. 
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𝑓(𝑥) = {
𝑥,               𝑥 ≥ 0
0,               𝑥 < 0

 

(4-8) 

4-4-3-4 Fully-connected layer 

The input parameter of the fully-connected layer is multiplied by the weight matrix 

and the bias vector is added. 

4-4-3-5 Softmax layer 

The Softmax function is applied to the input. 

4-4-3-6 Classification layer 

The cross-entropy loss is estimated for multi-class classification problems with a 

special and unique class. This layer receives its input from the output of the previous 

layer. To identify the k classes of the network, the fully-connected layer requires the 

output value of k and the softmax layer before the classification layer. 
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Chapter Five: Results and Suggestions 
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5-1 Introduction 

As mentioned in the previous section, the proposed method of the basic paper [9] is 

divided into three parts, including image processing, feature extraction, and 

classification. One of the most important steps in this work is the classifier. The 

greater the learning power of the classifier, the higher the detection accuracy. For 

this purpose, we use the powerful CNN classifier for disease classification and 

diagnosis. Convolutional neural networks (CNNs) are a type of deep neural network 

that is commonly used to perform image or speech analysis in machine learning. 

Convolutional neural networks use a type of multilayer perceptron to minimize 

preprocessing. Our goal is to improve the accuracy of Parkinson's disease diagnosis 

based on the learning ability and scalability of deep CNNs. These special capabilities 

provide significant advantages over the results of the reference paper. 

In the following sections of this chapter, the database used is presented. Then, the 

data normalization operation is described, and finally the classification results are 

compared with previous works. 

5-2 Database 

In this simulation, we considered two sets of data in two separate folders. 296 images 

are related to the patient group. Since each person provided 4 images (some also 

provided 3 images), in fact, the data is related to 74 people. The remaining 72 images 

belong to 18 healthy people. In total, there are 92 patient and healthy individuals in 

this database. After processing the images and extracting the features, the 

dimensions of the data matrix will be 92 by 9. Figure 5-1 shows a sample of this data 

in Matlab. 
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Figure 5- 1- Sample data fed to the classifier 

Also, our target matrix indicates whether the individual is healthy or patient and is 

represented as a 92 by 1 matrix. In this matrix, the number 1 indicates that the 

individual is healthy and the number 0 indicates that the individual is patient. 

5-3 Data normalization 

At this stage, the data must be normalized in the interval [-1,+1] to enter the network. 

The following relation is used for this transformation. 

𝑋𝑛 = 2
𝑋𝑖 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
− 1,

𝑖 = 1,2, … , 𝑁                                                                       (5 − 1) 

where 𝑋𝑖 is the actual value of the network input and 𝑋𝑛 provides the normalized 

value. 𝑋𝑚𝑖𝑛 and 𝑋𝑚𝑎𝑥 are the minimum and maximum values of X, respectively. 

After preparing the data and determining its status, the database is formed and the 

classification process enters the next step. 
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5-4 Network training 

After normalization, the data is divided into two parts: test and training data. In this 

work, 80% of the data is considered as training data and 20% for testing. Figure 5-2 

shows the characteristics of the CNN neural network after training. The time 

required to train the network was 19 seconds and lasted 100 epochs. 

 

Figure 5- 2- Characteristics of the CNN neural network after training 

5-5 Simulation and comparison results 

Figure 5-3 presents the classification results of the proposed neural network. 
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Figure 5- 3- Accuracy plot of the deep neural network 

As it is clear, our network converged quickly and reached an accuracy of about 80%. 

Table 5-1 compares the accuracy of different classifiers with the method presented 

in this research. 

Table 5- 1- Comparison of results of different methods 

METHOD NB OPF SVM CNN 

ACCURACY 78.9% 77.1% 75.8% 80.4% 

 

As it is clear, the CNN classifier performs better than other classifiers and achieves 

higher accuracy. The reason is that deep neural networks use less preprocessing than 

other image classification approaches, that is, the network learns parameters that 

were learned manually in previous approaches. 
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5-6 Recommendations 

The following are recommended to increase the classification accuracy in future 

work. 

1. Use new convolutional neural networks such as Resnet, googlenet, etc. for 

classification. 

2. Use feature selection algorithms to select efficient features. 

3. Use different databases to accurately measure the accuracy of the proposed 

algorithm 

4. Use Resnet, googlenet convolutional networks to extract efficient features 
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